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PREFACE

Onomasiology departs from an idea, a concept or a referent and looks for words that were,
are, or could be, used for it. Many, if not all, linguists will every once in a while have heard a
layperson ask “how should we express X?” and “why is X called this way?” Further, an
important task of modern societies is knowledge management, which includes the question of
how to transfer knowledge into language (including expert-layperson communication). Style
guides sell well, too. Onomasiology is definitely at the heart of humans’ linguistic interest.

At the close of the 20th century, though, countless small articles were unfortunately scattered
over the huge mass of linguistic and anthropological literature, not always easily detectable;
in addition, onomasiological questions, though popular among laypersons, were not fashion-
able among linguists. Therefore, in March 2000, supported by Katholische Universitét
Eichstitt and some funding organizations, I started the experiment of Onomasiology Online
—an Internet platform to serve as a central venue for this fascinating branch of linguistics.
Onomasiology Online, accessible at http://www.onomasiology.de, was to offer a constantly
updated bibliography of printed onomasiological works and sources, a list of Internet sources,
a coursebook FEnglish and Historical Lexicology (by Marion Schoner and me) and—
predominantly—a journal edited by myself as well as (from 2000 to 2007) Alfred
Bammesberger and (from since 2006 to 2009) by Marion Schoner, under ISSN 1616-9484.
Apart from the chief editors, an international group of scholars served as consulting editors:
Peter Anreiter (Innsbruck), Isabel Balteiro Fernandez (Alicante), Javier E. Diaz Vera (La
Mancha/Ciudad Real), Heiner Eichner (Vienna), Otto Gsell (Eichstétt), Gert Klingenschmitt
(Regensburg), Peter Koch (Tiibingen), Thomas Kohnen (Cologne), Jorma Koivulehto
(Helsinki), Frederik Kortlandt (Leiden), Peter Rolf Lutzeier (Hull), Heinz-Dieter Pohl (Kla-
genfurt), Pavol Stekauer (Kogice), Alberto Zamboni (Padua). Contributors from various
countries enriched OnOn with theoretical articles, diachronic and synchronic case studies and
studies in applied onomasiology—in different languages, with English abstracts.

To our knowledge, OnOn was the first specialized linguistic on-line journal edited in Ger-
many and the first online journal worldwide that consistently published its articles in PDF for-
mat, which avoided all problems of special fonts and could be read from all users worldwide.
After initial hesitations and objections to this new way of publication, we received more and
more positive feedback—also thanks to the quality-saving peer-review system. Nevertheless,
after a decade and 11 volumes amounting to nearly 700 pages, 1 very regretfully had to
terminate OnOn for reasons of time and money.

For the OnOn publications to be saved for and recollected by future generations, I have re-
collected all articles in this special edition (with the exception of a 150-page index that can be
accessed at http://www.grzega.de). The articles are not ordered chronologically, but
thematically. The first section covers the theoretical contributions. A second section embraces
case studies from various Indo-European as well as non-Indo-European languages. The final
section comprehends studies that could be termed applied onomasiology. At the beginning of
each article, the original publication date and pagination is given. The original layout is kept
—except for some minor space-saving measures. Consequently, as we made minor layout
changes over the years, articles do not all adhere to the same layout. Some early files required
a quite complicated conversion process; I am grateful to my student assistant Jonas
Bodensohn for his valuable assistance here.

It was an enjoyable experience making Onomasiology Online.

Eichstdtt, July 2011 Joachim Grzega



originally published in: Onomasiology Online 8 (2007): 18-196

JoacHm GRzEGA!

SUMMARY, SUPPLEMENT AND INDEX FOR GRZEGA, BEZEICHNUNGSWANDEL, 2004

Abstract

This contribution refers to the author’s 2004 book, Bezeichnungswandel: Wie, Warum, Wozu? Ein Beitrag zur
englischen und allgemeinen Onomasiologie [E. Lexemic Change: How, Why, What For? A Contribution to
English and General Onomasiology]. It comprehends a summary of the book, a supplement with comments on
discussions about ideas in the book, and an index consisting of four parts: (1) an index ordered according to
language and words, (2) an index ordered according to concepts (formulated in English), (3) an index ordered
according to concepts (formulated in German), (4) an index ordered according to conceptual fields.

Summary?

Grzega (2004a) is a rather cognitive linguistic study on the forces of lexemic change and the
formal and cognitive-associative processes involved. It discusses and revises works from all
eras of linguistics (from Whitney to Paul to Betz and Ullmann, to Blank, Koch, Geeraerts, and
Stekauer). Its goal is a careful combination of the benefits from structural and cognitive
linguistics to draw a new joint onomasiological theory of lexemic change. Departing from the
observations of several hundred examples from English, German, the Romance and other
languages®, some of the ideas found in traditional and recent literature are dismissed, some are
accepted in a revised shape and some are newly contributed. Since it integrates results from
cognitive, pragmatic and sociolinguistic studies, it can be called Cognitive and Social Model
for Onomasiological Studies (CoSMOS).

The basic onomasiological process is reflected in the following new scheme of the linguistic
sign, which departs from a concrete Referent in Context:

The index was compiled with the help of my student assistant Daniela Wecker.

Other summaries of Grzega (2004a) can be found in Grzega (2005a) and the didactic version in
Grzega/Schoner (2007). They are converge in part with following sections.

The basic ideas of Grzega (2004a) are claimed to be universal and revise also ideas by Brent (e.g. 1992) or
Brown (e.g. 2001). Therefore the study has included various languages.
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The CoSMOS scheme combines ideas exposed in Blank (1997) and Stekauer (1998). The
following sections show how to read the model illustrating the single steps with the creation
of the terms for “the season after summer and before winter”.

1: At the start there is the specific Referent in Context, or a type of Referent. By Context
we refer to the speaker-hearer situation, the type of discourse, the communicative goal,
the syntactical context.

Example: I need to refer to the season outside. My context is: We are in the 16th
century. It is a day in September. I am addressing a general English-speaking audience
(some of them speak French, some know some Latin). [ want to inform the audience.

2:  The speaker seeks to categorize the referent by processing its more basic, “global” and

its more specific, “local” features. The speaker seeks to classify the thing by using some
kind of mental checklist for absence and presence of specific traits (structural
linguistics!) and by comparing the overall image of the referent with other images
already in the mind (prototype linguistics!). This level is the perceptual level.
Example: It’s no longer summer, but it’s not winter yet. - The temperature has generally
fallen, days are shorter and nights are longer, precipitation gradually increases. Leaves
have turned red, brown, yellow and are falling from the trees, many crops are harvested.
It iS THE TRANSITORY PERIOD BETWEEN SUMMER AND WINTER.

3:  If the (concrete) Referent can be classified as member of a familiar (abstract) Concept,
the speaker may use an already existing designation or decide, more or less consciously,
to create a new designation. The decision will be based on some sort of cost-benefit-
analysis, i.e. the speaker has to reflect on what the goals of the designation and
utterance should be: does the speaker want to sound like the hearer, does the speaker
want to sound different from others, should the designation be precise or vague, does
the speaker want to sound vulgar, sophisticated, boorish, polite? The cost-benefit-
analysis can be described as “linguistic economy”. In the case of conscious innovation
the speaker then has to pass several levels of a word-finding, or name-giving, process.
Example: What can I call this period?



Further details: The causes of language change in general (not only lexemic changes)
can be said to be of economic nature: Speakers connect a speech act with a certain
goal, a certain target, a certain intention, or: a certain effect. Speakers like to achieve
this effect with the best possible efficiency, they want to reach this by using the least
possible motoric or cognitive effort, respecting—according to their needs—certain
maxims such as “Make your contribution convincing/credible/emphatic etc.”, “Make
clear what you mean.”, “Show yourself in the best possible light.”, “Be
polite/dominant/obsequious etc.”, “Express yourself in a sophisticated/humorous/etc.
manner.” and the like*. Maxims for dynamics may trigger linguistic changes, which
may secondarily be conserved in the language through maxims for statics. In general,
constant linguistic change is not planned, but simply occurs, as a by-product.

The (intentional or non-intentional) coinage of a new designation can be incited by
various forces, which can also co-occur. A catalog of forces® contains the following

1tems:

. onomasiological fuzziness (i.e. difficulties in classifying the referent or attributing the
right word to the referent, thus mixing up designations)

. dominance of the prototype (i.e. fuzzy difference between superordinate and subor-
dinate term due to the monopoly of the prototype of a category in the real world)

. social reasons (i.e. contact situation with “undemarcation” effects)

. institutional and non-institutional linguistic pre- and proscriptivism (i.e. legal and
peer-group linguistic pre- and proscriptivism, aiming at “demarcation”)

. flattery

. insult

. disguising language (i.e. “misnomers”, which hide uncomfortable aspects of a concept
by avoiding morphemes that trigger uncomfortable associations)

. taboo (i.e. avoidance of taboo words and words for taboo concepts)

. aesthetic-formal reasons (i.e. avoidance of words that are phonetically similar or
identical to negatively associated words)

. communicative-formal reasons (i.e. abolition of the ambiguity of forms in context,

keyword: “homonymic conflict and polysemic conflict”)
. word play/punning

. excessive length of words

. morphological misinterpretation (keyword: “folk-etymology”, creation of
transparency by changes within a word)

. logical-formal reasons (keyword: “lexical regularization”, creation of consociation)

. desire for plasticity (creation of a salient motivation of a name)

. anthropological salience of a concept (i.e. anthropologically given emotionality of a
concept, ‘“natural salience”)

. culture-induced salience of a concept (“cultural importance™)

. changes in the referents (i.e. changes in the world)

. world view change (i.e. changes in the categorization of the world)

. prestige/fashion (based on the prestige of another language or variety, of certain
word-formation patterns, or of certain semasiological centers of expansion)

These forces® can be linked with conversational maxims in the following way (a

question mark before the force indicates that it can only potentially be placed here):

On these maxims cf. Grice (1975) and Keller (1995).

A preliminary study in English was presented in Grzega (2000a).

The following alleged motives found in previous works have been dismissed as invalid after a close look at
the respective examples given in previous works: decrease in salience, reading errors, laziness, excessive
phonetic shortness, difficult sound combinations, unclear stress patterns, cacophony.
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Using the “word death” metaphor these factors could be positioned on a conscious-
subconscious continuum, where the gradual subconscious loss of a word can be
compared to “natural (designation) death” and where the conscious avoidance of a
word can be compared to “(designation) murder” (these two extremes embrace
several intermediate degrees; a question mark before a force indicates that the
respective force, also occurring at another level, could potentially be located on this
level of consciousness, t00):




subconscious
A [ “natural word-death” = lack of motivation]|

subconscious ‘“‘creation of lexical life” with “involuntary word-slaughter,
negligent lexicide” = onomasiological fuzziness, dominance of the prototype,
social reasons, morphological misinterpretation; subconscious “creation of|
lexical life” = logical-formal reasons; onomasiological analogy

relatively conscious ‘“‘creation of lexical life” = ?ogical-formal reasons,
anthropological salience/emotionality of a concept, desire for plasticity,
culture-induced salience of a concept, flattery, insult, word play, excessive
length; onomasiological analogy

“creation of lexical life” with “(voluntary) word-slaughter” = communicative-
formal reasons, prestige/fashion

“first-degree word murder, first-degree lexicide” and ‘‘creation of lexical
life” = non-institutional linguistic pre- and proscriptivism, institutional
linguistic pre- and proscriptivism, taboo, aesthetic-formal reasons, world view
change, disguising language; [conscious “creation of lexical life” = change in
things, new concept, ?world view change]

\J

conscious

From the analysis of a random corpus of 281 lexemic innovations among 76
concepts’ (cf. also Grzega 2004b) we can state that the most prominent forces are
fashion/prestige (based on the prestige of another language or variety, of certain
word-formation patterns, or of certain semasiological centers of expansion),
anthropological salience (i.e. anthropologically given emotionality of a concept),
social reasons (i.e. contact situation with “undemarcation” effects), and the desire for
plasticity (creation of saliently and “noticeably” motivated name).®

4:  The next step will again be an analysis of the specific traits of the concept (= feature

analysis)—with a focus on the local traits. This step can be ignored if the speaker
simply borrows a word from a foreign language or variety that corresponds with the
concept in question; it can also be ignored if the speaker simply resorts to an already
existing designation and shortens it somehow.
Example: There is no clear-cut end of summer and no clear-cut beginning of winter, but
the period in between typically shows a falling degree of temperature, days are shorter
and nights are longer, precipitation gradually increases, leaves change their colors from
green into brown, red and yellow and finally fall, most crops are harvested. In France
they call it gutumn.

5:  The speaker will then select one or two features that shall form the basis for the
designation. We could refer to this as “naming in a more abstract sense”. The

" The selection was based on Buck (1949), the analysis by Buck and a number of other dictionaries and

corpora.

8 Further statistical studies with the help of a random corpus are in the making (Schoner [in prep.]).
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designation motives are called iconemes’. The iconemes are generally based on
similarity, contrast, partiality and contiguity/contact relations. This level could be
termed the onomasiological level. Here again, the speaker keeps in mind the context.
Example: I want to inform. I can only wuse a French or Latin term for a bilingual
audience, but not for a general audience. I need to look for a transparent formation.
Trees loose their leaves, leaves fall from the trees. This iconeme serves well for a
general audience, as no specialist knowledge is needed for this.

Further details: The search for the motivations (iconemes) is based on one or several

cognitive-associative relations. These relations' are:

(1) 1identity

(2) “figurative”, i.e. individually felt similarity of the concepts, partially in
connection with contiguity of concepts

(3) contiguity of concepts, partially in connection with “figurative” similarity of]
the concepts

(4) partiality of concepts

(5) contrast of concepts

(6) “literal” or “figurative” similarity between the forms of a sign and the concept

(7) strong relation between contents of signs and “literal” similarity of concepts

(8) strong relation between contents of signs and contrast of concepts

(9) strong relation between contents of signs and “literal” similarity of concepts
and partially contiguity of the forms of signs

(10) (“literal”) similarity of the forms of signs

(11) contiguity of the forms of signs

(12) “literal”, i.e. objectively visible, similarity and contiguity of concepts

(13) “literal” similarity of referents and strong relation between contents of signs

(14) multiple associations

The concrete associations can or cannot be incited by a model, which may be of
Speaker’s own idiom or a foreign idiom.

The next step is made onto what could be called the onomatological level. Here
concrete morphemes are selected (“naming in a more concrete sense”). If the speaker
does not shorten an already existing word for the concept, but wants to create a new
one, this can be done with the help of several types of processes. The creations may be
based on a model from the speaker’s own idiom, on a model from a foreign idiom, or on
no model at all.

Example: verb {fall} > transfer into, or use as, a noun; the French word autumn

Further details: If a speaker does not shorten an already existing designation, but
creates a new one, the coinages may be based on a model from the speaker’s own
idiom, on a model from a foreign idiom, or, with root creations, on no model:

Alinei (1995) uses the term iconym, but since the phenomenon to be denoted is an abstract, cognitive one, not
a concrete, linguistic one, a term ending in -nym seems less preferable than one ending in -eme.

Most ideas for the suborganization of semantic change in Grzega (2004) stem from the works by Blank (e.g.
1997, 1999, 2003) and Koch (e.g. 2002).
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(1) adoption of an already existing lexeme
(a) of the speaker’s own idiom (semantic change'")
(N.B.: This includes the phenomenon traditionally known as semantic

loan.'?)

(1) metaphor (“similar-to” relation)

(i1) metonymy (“neighbor-of” relation)

(ii1) synecdoche (“part-of” relation)

(1v) generalization and specialization (“kind-of” relation)

(v) cohyponymic transfer (“sibling-of” relation)

(vi) antiphrasis and auto-antonymy (“contrast-to” relation)

(vii) conceptual recategorization
(b) from a foreign idiom (loanword)"

(1) “true loan”

(i1) “incomplete loan” (type traditionally called morphological

pseudo-loan)

(111) “mis-loan” (i.e. folk-etymological formal change of a loan,
folk- etymological semantic extension due to an only
phonetically

similar loan
(1v) “creative loan” (types traditionally called lexical pseudo-loan)

(2) syntactical recategorization'* (traditionally also known as zero-derivation and
sometimes conversion)

(3) composition" (lato sensu, i.e. the combination of existing morphemes) (N.B.:
This includes the two phenomena traditionally referred to as compounds and
derivations. This also includes the phenomena traditionally known as loan
translations and loan renditions'®.)

(1) “complete complex structure” (complex composites, i.e. complete
determinative composites with a base and a so-called mark, consisting of
a determinating compoment and a determinated component)

(i) “incomplete complex structure 1”” (composites with absence of
determining component of the mark)

(111) “incomplete complex structure 2 (composites with absence of
determined component of the mark)

(iv) “incomplete complex structure B” (composites with absence of the base)

(v) “simplex structure” (simplex composites, no determinative relationship
between the elements)

(vi) “copulative structure” (copulatives composites)

Many ideas for the suborganization of semantic change in Grzega (2004a) stem from the works by Blank
(e.g. 1997, 1999, 2003) and Koch (e.g. 2002). A preliminary study in English was presented in Grzega
(2000a).

On this, cf. the terminologies by Betz (1949), Duckworth (1977) and the preliminary study in Grzega (2003).
Semantic loan, or loan meaning, is understood as the copy of a certain polysemy found in a donor language
(also called analogous loan meaning); the phenomenon referred to as substituting loan meaning, where a
polysemy in the language in question does not go back to the same polysemy in another language, is not
included here.

Cf. also the preliminary study in Grzega (2003) as well as the discussion in the preliminary chapter of
Carstensen’s AWB.

Many ideas for the suborganization of word-formation in Grzega (2004a) stem from the works by Stekauer
(e.g. 1998, 2001). A preliminary study in English was presented in Grzega (2000b).

Cf. preceding footnote. This process is further elaborated in Grzega (in print).

On this, cf. the terminologies by Betz (1949), Duckworth (1977) and the preliminary study in Grzega (2003).
On semantic loans, cf. above. Designations known as loan creations are not linguistic loans; at best, it is the
things that are loaned. Therefore this phenomenon is excluded form the list presented here.
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(4) blendings (i.e. overlapping of already existing lexemes) (N.B.: This include
the phenomenon traditionally known as folk-etymologies, although these come
up non-intentionally.)

(5) back-derivation

(6) reduplication (incl. rhyming and alliterating combinations)

(7) morphological alteration (e.g. number change, gender change)

(8) wordplaying (N.B.: This type must not to be mixed up with the force
triggering the change; this item purely relates to a play with forms that cannot
be subsumed to any of the other processes mentioned here, e.g. the back slang
word earth ‘three’)

(9) phonetic-prosodic alteration (e.g. stress shift in E. import vs. import)

(10) graphic alteration (e.g. E. discrete vs. discreet)

(11) phraseologism

(12) root creation (including onomatopoetic and expressive words)

(13) clarifying compounds (i.e. tautological compounds = lengthening of already
existing designations)

(14) formal shortening of already existing designations
(a) morpheme deletion (ellipsis)

(b) morpheme shortening (clipping)
(c) morpheme symbolization (acronyms, incl. alphabetisms, and short-forms)

These processes'” may also be combined.

7:  Then, the word is provided with a fixed form-content relation and certain grammatical
traits—the Sign is completed.
Example: autumn: /2:1°m/, ‘season after summer and before winter’, noun, regular;

fall: /fo:l/, ‘season after summer and before winter; action of falling’, noun, regular

8:  Eventually, the Sign is phonetically realized in a concrete context. This may possibly
be influenced by a foreign sound model.

Example: [0:°'m], [fo:1]
Supplement

The book just summarized (Grzega 2004a) has led to further discussions and studies (cf.
Kelle 2006, Grzega 2005b, in print). I would therefore like to make a few comments.

(a) The word milcian that is given as an example for a derivation in Old English (Grzega
2006: 122) can or must be classified in Stekauer’s way, namely as a conversion/syntactic
recategorization, if -i- is seen as a grammatical suffix—after all, the past tense does lack the
-i- (milcode).

(b) Kelle (2006: 94) criticizes the words intentional/non-intentional in connection with
designation processes (Grzega 2004a: 157ff.) and says that they must be replaced by
conscious/unconscious. However, the words intentional/non-intentional are not used in the
sense of speech act theory here; they are used as everyday words and are quite synonymous to
conscious/subconscious. The speaker can produce a new designation intentionally, or
consciously, or the speaker can produce a new designation non-intentionally, or
subconsciously.

7" Dismissed types of processes are the amelioration of meaning (elevation), deterioration of meaning
(degeneration), strengthening of meaning (hyperbole), weakening of meaning (litotes). They are in part
subjectively classified and can all be subsumed under other types of semantic change and differ from them
only in their communicative goal.
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(c) Kelle (2006: 95) says that the localizations of the forces on the conscious-subconscious
scale (Grzega 2004a: 272f)) are not always transparent. As an example he gives the
classification of taboo on the highest level of consciousness. He argues that if Eskimo falls
into desuetude, while /nuit becomes more and more common this is completely subconscious
and nevertheless taboo. However, this seems to be a definition of taboo. If taboo is defined as
the avoidance of a word, then this is the most conscious form of word-killing. However, as it
says in Grzega (2004a: 272f. and elsewhere), several forces may be at work at the same time
—on different consciousness levels. If something becomes more and more common, then this
rather seems to describe fashion, not taboo.

Index (compiled by Joachim Grzega and Daniela Wecker)

If Grzega (2004a) had included a useful index, the book would have been about 200 pages
larger (which would caused a higher price). An internet venue like this gives readers the
change to print out the following index for free.

The index includes several subindices:

(1) an index ordered according to language and words (beginning on p. 27)

(2) an index ordered according to concepts (formulated in English) (beginning on p. 71)
(3) an index ordered according to concepts (formulated in German) (beginning on p. 98)
(4) an index ordered according to conceptual fields (beginning on p. 159)

[The index in the original publication is not reproduced here, as it contains over 150 pages.
It can be accessed through the author’s website at http://www.grzega.de.]|

Joachim Grzega

Sprach- und Literaturwissenschaftliche Fakultt
Katholische Universitidt Eichstdtt-Ingolstadt
85071 Eichstdtt, Germany
Jjoachim.grzega@ku-eichstaett.de
www.grzega.de
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PAavoL STEKAUER

FunpAMENTAL PRINCIPLES OF AN ONOMASIOLOGICAL THEORY
or EncLISH WORD-FORMATION

Abstract

This article presents an outline of the fundamental principles of an onomasiological theory of word-formation
which departs from the existing theories of word-formation in English in a number of essential points. Word-
formation is conceived of as an independent component interconnected with the lexical component and separated
from syntax. Word-formation rules generate fully regular and predictable naming units The conception of
productivity as a cluster of word-formation types makes it possible to consider word-formation rules as
productive as syntactic rules. The idea of the word-formation component that responds to naming needs of a
speech community allows for elimination of the overgeneration principle in morphology. Introduction of the so-
called Form-to-Meaning Assignment Principle makes it possible to put all the traditional word-formation
processes on a unified basis. The advantages of the outlined theory are illustrated by a series of examples.

Introduction

A look at the theories of word-formation (derivational morphology) which have dominated
the field since 1960 (the year when two highly important works appeared: Marchand and
Lees) shows that, surprisingly, there is hardly any theory which takes the naming demands of
a speech community as its point of departure. The following is an outline of the fundamental
principles of my onomasiological theory (OT) of word-formation the individual aspects of
which have evolved since 1992 when my article on conversion and zero morphemes appeared
in Linguistica Pragensia. A number of points have been changed, reconsidered, and refined,
and new generalisations have been made. In its general framework, this outline is based on
Stekauer (1998), however, it elaborates on some of the points only hinted in it.

The theory presented here was inspired by two main sources. First, the work of Milo§ Dokulil
(1962, 1966, 1968), a prominent representative of the Prague School of Linguistics. From
him, I took over the idea of an onomasiological structure. While there are a number of points
in which I have deviated from Dokulil’s approach (perhaps due to my reaction to the
generative word-formation of the post-1970 period) I find his 1962 book one of the most
ingenious works on word-formation, and a constant source of valuable ideas.

My next source is my teacher and the most prominent Slovak morphologist, Jan Horecky, in
particular his multilevel conception of the linguistic sign (1983, 1989). Furthermore, the
theory presented here came into existence as a reaction to the predominant formalism of
generative morphology. Having been a student of Josef Vachek, the most prominent
personality of the Prague School of Linguistics in the second half of the 20™ century, I find
the form-meaning unity to be a fundamental premise of my onomasiological theory.
Consequently, the conception proposed here differs in many respects from the mainstream
generative theories of word-formation, introduces a new approach to word-formation, and
demonstrates its advantages in treating some of the essential problems of word-formation in
English.
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It should be noted, however, that the onomasiological approach is not the only one to
emphasize the necessity to examine both meaning and form of word-formation units and
structures. A most valuable exception to the prevailing tendency in the generative word-
formation is represented by Robert Beard’s Lexeme-Morpheme Base Morphology (LMBM)
elaborated in a series of works, with a comprehensive account being given in Beard (1995).
With Beard I share the view that there exists a universal set of supralinguistic cognitive
categories (Subjective [i.e. Agent], Objective, Instrumental, Locational, Diminution,
Augmentation, etc.) from which the individual languages select, with the core of these
categories appearing in all languages. Beard separates a deep, abstract, semantic process of
the so-called Lexical derivation from affixation. The actual affixes (devoid of their
independent meaning) articulate meaning indirectly, depending on the context, and are
introduced by a separate, extralexical morphological spelling (MS) component.! While my
OT may also be labelled as a ‘separation hypothesis’, with the cognitive processes preceding
the affixation proper, my treatment of affixes significantly differs from that by Beard. In my
theory, affixes are bilateral, meaning-form units, with their semantics playing an important
role in the matching procedure at the onomatological level (see below for the details). While
Beard “evicted” affixes from the “community” of major classes (N, V, A) by claiming that—
like articles, adpositions, conjunctions, and some pronouns—they “bear no semantic content
but reflect grammatical functions which are managed by other components, specifically by the
lexicon and syntax” (Beard 1995: 20) I find affixes to be on a par with lexemes (both are
form-meaning units). These general differences find their expression in our respective
treatment of a number of more specific issues.?

Cognitive grammar (CG), in reaction to the formalism of generative grammar, also offered a
highly attractive alternative. Onomasiological theory and cognitive grammar have some
features in common, notably the emphasis on the semantic facet as an indispensable facet of
any unit above the level of phonology. I share the view of the cognitive grammar that all units
above the phonological level are bilateral form-meaning complexes, a view which was very
strongly articulated in the structuralist theories of the Geneva School and the Prague School.
To use the terminology of cognitive grammar, grammar is “symbolic”, and each symbolic unit
has its semantic pole and phonological pole. Both OT and CG maintain that the overall
meaning of complex words is not equivalent to the compositional value of the constituents.
Langacker (1988b: 49) puts it to the very point: “a description of grammatical structure that
makes no reference to meaning is ultimately no more revealing than a dictionary providing
only a list of undefined forms”.

Nevertheless, these common features concern the most general principles. The two theories
differ in their scope, goals pursued, methods employed, and their respective internal
organisation. The scope and goals of cognitive grammar are much more ambitious than those
of my onomasiological theory. While the former covers grammar as a whole the latter focuses
on one part of the grammar, i.e. the word-formation component (and accounts for its relations
to the other components of grammar). The former provides a description of the system of
grammar as it is and as it functions in parole, i.e. how symbolic units come to mean what they
mean. It gives a description of the existing system of symbolic units used for communication
purposes. On the other hand, onomasiological theory gives a dynamic account of how
complex words come into existence. Its scope is thus the generation of new complex naming
units, in accordance with Marchand’s (1960: 2) requirement that “[w]ord-formation can only
treat of composites which are analyzable both formally and semantically”.

The account of the semantic structures in cognitive grammar is interwoven with pragmatics;

' For a moderate version of this approach see Jan Don (1993).

For a detailed analysis of Beard’s theory see Stekauer (2000).

2
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in other words, cognitive grammar does not separate semantics from pragmatics:

“Cognitive grammar explicitly equates meaning with ‘conceptualization’ (or ‘mental experience’),
this term being interpreted quite broadly. It is meant to include not just fixed concepts, but also novel
conceptions and experiences, even as they occur. It includes not just abstract, ‘intellectual’
conceptions, but also such phenomena as sensory, emotive, and kinesthetic sensations. It further
embraces a person’s awareness of the physical, social, and linguistic context of speech events”
(Langacker 1988a: 6).

Langacker (1988a: 16) maintains that the non-compositional aspects of an expression’s
meaning are part of its contextual value (i.e. how it is actually understood) the very first time
it occurs, and further become part of its conventional value when it is established as a unit in
the grammar. On the other hand, OT proposes that the original meaning of a word is context-
independent and is fully specified within the WF component, i.e. at the system level of
language, in particular through the logical spectrum of the conceptual level.

Onomasiological theory in its fundamental focus is not concerned with pragmatic aspects, and
concentrates on langue, on the system level of language. The principles of internal
organisation of the two systems differ significantly. Langacker postulates different levels of
abstraction both at the semantic level and phonological level. The higher level structures
function as schemas for more specific symbolic units. Word classes such as Nouns, Verbs,
etc. instantiate more abstract “things”, and “actions”, respectively. Thus, thing and action are
schemas for the respective categories of word class. In OT, the parallel notions
(SUBSTANCE, ACTION, CONCOMITANT CIRCUMSTANCE, QUALITY) represent the
most general conceptual categories which are not instantiated as Nouns, Verbs, etc.; rather
they range over word classes. Thus, for example, ACTION can be expressed by V and N,
QUALITY by N, A, etc. Importantly, however, these conceptual categories operate in
connection with what I call logico-semantic categories (i.e. theta roles, arguments, etc.) such
as Agent, Instrument, Patient, Location, Temporal, Direction, Factitive, etc. The relation of
these conceptual categories to word-classes is (unlike CG) indirect, mediated, depending on
the logical spectrum, the specific onomasiological structure, and the FMAP principle, i.e. on
which morphemes are selected to match the semes of the onomasiological structure. In other
words, they do not function as schemas for the respective word-classes.

In CG, suffixes do not fall within the schemas like Thing , Action. In the OT, affixes are on a
par with stem morphemes, and can represent respective conceptual categories. In CG, a
compound like pencil-sharpener instantiates a complex schema THING - PROCESS — ER,
which, as a complex symbolic structure, is constituted by a hierarchy of symbolic structures
of ever-increasing complexity. The individual constituents of the individual levels of
complexity reflect the order in which symbolic units are successively combined in formation
of a complex expression. Every node of representation of such a complex symbolic structure
is a symbolic structure per se, incorporating both semantics and phonology.

The OT generation of such a complex word does not rest on several levels of bilateral units of
different level of complexity. Rather, it starts from the conceptual structure, proceeds through
the semantic structure which is then expressed morphematically by matching the semantic
primitives occurring in the onomasiological structure with the morphemes of the
corresponding meaning. By implication, the “symbolic nature” is arrived at at the lowest but
one level of the OT.

The CG schemas of various complexity level “capture generalisations by representing patterns
observable across expressions” (Langacker 1988a: 30). In this respect they resemble
Jackendoffean redundancy rules. OT works with Word-Formation Rules (WFR) which
constitute/instantiate Onomasiological Types. Both WFRs and onomasiological types are



18
given by the interaction between the Onomasiological and the Onomatological levels.

Before proceeding to an outline of the theory, some terminological remarks are necessary.
The fundamental method applied in my approach is called onomasiological. This term should
be distinguished from the term onomatology. Vilém Mathesius (1975: 16), the founder of the
Prague School of Linguistics distinguishes between functional onomatology as the study of
naming units, i.e. complex words, on the one hand, and functional syntax defined as the study
of the means by which naming units are brought into mutual relation. The term onomasiology
is usually used as an antonym to semasiology. While the latter concentrates on the analysis of
an existing lexis in order to identify any regularities in the lexicon, the former concentrates on
the dynamic aspect of word-formation: it accounts for the generation of new complex naming
units. By implication, like onomatology, it also refers to the process of naming. Nevertheless,
as demonstrated below, it is useful to distinguish between the level of onomasiology (naming
in a more abstract sense) and the level of onomatology (naming process in a more specific
sense).

Another new term which requires explanation is naming unit. This term was first introduced
by Mathesius (1975). In my approach, it substitutes for terms like word, lexeme, lexical unit,
etc., because of their inconsistent use and varying connotations in linguistic literature.
Naming unit refers here to a complex unit generated by the Word-Formation Component.
From this it follows that an onomasiological theory of word-formation deals with coining new
naming units.

1. Word-formation as an Independent Component

The place of the Word-Formation Component in the system of linguistic components is
schematically represented in Figure 1. The scheme represents important interconnections
between the individual components and subcomponents. It illustrates a direct relation between
the Word-Formation and the Lexical Components, on the one hand, and between the extra-
linguistic reality and the naming demands of a speech community, on the other. Each naming
process responds to a specific demand of a speech community for assigning a name to an
extra-linguistic object (in the broadest sense of the word). For obvious reasons, the two levels
are mutually interconnected. The notion of speech community should not be taken absolutely,
i.e., there is hardly any word-formation process which responds to the naming demand of all
the speakers of a particular speech community. Rather, such a demand is closely connected
with a limited number of “first-contact” users, and a coinage may or may not subsequently
find a wider use. An extreme (nowadays quite common though) case of such a demand of a
“speech community” is the coining of names for new products by (advertising) companies,
branding consultants, etc. It is exactly this limited group of speech community that needs new
names for new things for practical reasons of naming new products and improving their sales.
The former reason for naming is shared by customers (it would be difficult to purchase
“anonymous” products), and this means the extension of the primary demand to a larger range
of language users. Importantly, however, not all new product names fall within the scope of
the theory of word-formation because, many times, one encounters names resulting from an
irregular process labelled by Marchand (1960) as word-manufacture.
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Figure 1: Word-Formation Component and its relation to other components

Each naming process is preceded by scanning the Lexical Component on the part of a
particular member of a speech community who is going to assign a name to the object to be
named. The scanning operation determines further procedure. Either a completely new
naming unit is coined by taking the path of the Word-Formation Component; or, if a naming
unit is found in the Lexical Component which can serve as a basis for semantic formation, it
is the path of the Lexical Component which is preferred (hence, two downward arrows from
“Speech Community” in Figure 1).

The Word-Formation Component is considered to be an independent component of
linguistic description. No natural language is a static system, fixed once and forever. Rather,
every language must be (and is) able to comply with an ever-changing extra-linguistic reality
and the related language requirements of the particular speech community. From this it
follows that every language is in a position to produce new naming units designating new
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“objects”, new-discovered phenomena, etc. It follows that every language needs a highly
productive word-formation component. By implication, an independent word-formation
component might qualify as language universal.

The Word-Formation Component is interconnected with the Lexical Component and
separated from the Syntactic Component. There is no direct connection between word-
formation and syntax. These two independent components are related through the Lexical
Component. The link to the Syntactic Component is exclusively via the Lexical Component.
The principle of separation of the Word-Formation and the Syntactic Components indicates
that new naming units are not generated from syntactic structures. The rejection of productive
syntactically based word-formation processes follows naturally from my onomasiological
model, which relies on the vocabulary material, on the material of the system level of
language as contained in its Lexicon. The grounds for this claim are closely related to the
assumption that it is the Word-Formation Component (in co-operation with the Lexical
Component) which supplies syntax with material for its sentence structures, and not vice
versa. The process of word-formation is not that of asserting something. It is the process of
naming. Hence, the basic unit of word-formation is the naming unit. It suffices to add that
word-formation is about naming units in isolation, and not about their use (the latter being the
matter of syntax). Word-formation is about naming units coined as signs and analysed as units
existing in paradigmatic relations in the vocabulary. Here, the term paradigmatic relations
refers (a) to structural relations among naming units (synonymy, homonymy, hyponymy,
etc.), and (b) to word-internal relations among word-forms. In the latter case, the paradigm is
conceived as a set of forms provided with morphosyntactic characteristics; any such form can
be retrieved by the Syntactic Component and inserted in the particular sentence structure.

Word-formation is divided, though not separated, from inflectional morphology. The relation
is unidirectional. The Word-Formation Component feeds the Lexicon with naming units
which are provided with inflectional features in accordance with their respective paradigms.
The basic difference between word-formation and inflection stems from the fact that the
former, and not the latter, generates new naming units. While word-formation is directly
connected with extra-linguistic reality, no such connection exists between inflection and
extra-linguistic reality.

2. Productivity and Regularity of Word-Formation Rules

2.1. All naming units falling within the scope of the onomasiological theory, that is to say, all
naming units coming into existence in the Word-Formation Component, are coined by
productive and regular Word-Formation Rules (= WF Types). Hence, each immediate
output of a Word-Formation Rule is predictable. In addition, each new naming unit produced
by a Word-Formation Rule is passed to the Lexical Component. This approach makes it
possible to simplify and regularize the Word-Formation Component because any idiosyncratic
changes take place in the Lexicon by way of semantic formation or formal modification. As
a result, Word-Formation Rules are no less productive than Syntactic Rules or Inflectional
Rules. This conclusion is in accordance with Dokulil’s (1962: 223) view:

“If a naming unit, already existing in the language, is applied to a new concept (on account of a
metaphorical or metonymical connection of the new concept with the one primarily referred to by the
concerned naming unit), this can be denoted as a case of ‘formation’ of a new naming unit only in a
conditional sense. In this case (the so-called semantic formation), that is to say, only the number of the
meanings of a naming unit is increased, not the number of the naming units themselves. It is true that
the resulting polysemy of the concerned naming unit may consequently lead to dissolution of the
naming unit into a number of homonyms, but such dissolution does not constitute an active process of
word-formation. One has to do here with the result of the semantic development of a polysemous
word in specific historical conditions.”
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2.2. Productivity itself is approached in a new way. It is conceived of as the ability of a
language to fully respond to naming needs of a speech community. Consequently, it is defined
as a Cluster of Word-Formation Types satisfying naming needs in a specific conceptual-
semantic field of a language, for example, that of naming units representing Agents or
Instruments. Then, a cluster of Word-Formation Types “guarantees” the coining of a new
naming unit in the particular conceptual-semantic field whenever the need arises. Each such
cluster is 100% productive. Then, the share of individual options within a particular Word-
Formation Type Cluster with regard to the total productivity may be computed internally.
From this point of view, the individual Word-Formation Types do not block each other;
rather, they compete, and are mutually complementary in meeting the demand of a language
community within their corresponding scope of activity. It is postulated that the selection of
one of the options at hand is always influenced by both linguistic (productivity, constraints,
etc.) and sociolinguistic factors (education, profession, social background, influence of one’s
former linguistic experience, etc.).

This approach makes it possible to overcome the limitations of those conceptions of
productivity which are restricted to affixation. (Thus, for example, the cluster of Word-
Formation Types generating Agent nouns, includes—to use the traditional terminology—
suffixation (driver, politician, pianist, etc.), conversion (cheat), compounding (oilman,
bodyguard)). In addition, the OT approach to productivity argues against the frequently
adduced view claiming that word-formation is typically of low productivity, or regularity. On
the contrary, I assume that

(a) productivity of Word-Formation Type Clusters is always 100%,

(b) Word-Formation Types employed by the Word-Formation Component are

productive and regular.

2.3. Since each act of naming responds to the immediate naming need of a speech community,
the output of Word-Formation Rules is an actual word, i.e. a naming unit which was coined
to satisfy a linguistic demand, be it the demand of a single member of a speech community, be
it a single-act one-off demand. It should be emphasized that the frequency of usage, or the
“common (general) use”, or “common parlance” as a criterion for the status of existing
(occurring) words is unacceptable not only because of the vagueness of the notion “common
(general) use”, but also because the frequency of usage can only be applied to words that have
already been coined, i.e. to actual (existing) words (or to nonce-formations). Therefore, for a
word to qualify for the status of an actual word, it must have been coined. Whether its use will
be spread over the whole speech community (implying frequent use), or whether it will be
confined to a single use on the part of a single speaker, is insignificant. What is important is
that the respective language has manifested its productive capacity to provide a new, well-
formed linguistic sign by its productive Word-Formation Rules whenever need arises. By
implication, the inclusion in my system of the extra-linguistic factor (speech community)
enables me to eliminate the notion of overgeneration.

3. Lexicon-Based Theory

3.1. It follows from the above outlined tenets that my theory is built up on the postulate that
all new naming units are coined on the basis of the material available in the system of the
language, notably in the Lexicon, or the Lexical Component. No use is made either of the
speech level (parole) or syntactic constructions (langue) as possible sources of new,
productively coined naming units. It may be added that no naming unit can be generated from
units smaller than the morpheme, with the morpheme being defined traditionally as the
minimum bilateral sign, having its own specific form and specific meaning.
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3.2. The Lexical Component is not a mere list. Given my paradigm-based approach to the
Lexicon, I prefer to replace the term /ist with the term component, that is to say, the Lexical
Component. It is subdivided into a number of groups (paradigms) reflecting manifold
morphosyntactic, lexical, and semantic relations. The basic criterion is that of the category of
word-class. In addition, each complex naming unit coined by a productive and regular Word-
Formation Rule brings along the conceptual and the semantic structure and the phonological
features as part of its “outfit”. The monemic part of the Lexical Component is specified for its
features directly in the Lexical Component. And finally, any idiosyncrasies are, naturally,
reflected in the changed location of a particular naming unit within the paradigmatic structure
of the Lexicon.

3.3. Thus, the Lexical Component encompasses all monemes, all productively and regularly
coined naming units, and irregular coinages as well as borrowings, plus a separate list
including all productively used affixes, and finally phrase-based coinages which are
apparently of syntactic origin and are characterized by a high degree of structural irregularity
(see Point 11 for the discussion on these naming units).

3.4. It follows that (a) the Lexical Component contains both the regular naming units
(products of Word-Formation Rules) and idiosyncratic coinages, and (b) a big part of the
Lexicon is represented by all naming units which have been coined by regular and productive
rules of word-formation in response to the naming needs of the particular speech community.
The emphasis on the attributes productive and regular indicates that Word-Formation Rules
do not generate idiosyncratic naming units. Any deviations from the fundamental regular and
productive patterns take place in the Lexicon in connection with the process of lexicalization.
Then, the irregular meanings of naming units such as transmission (a part of a car), professor,
or to use Chomsky’s examples like revolve vs. revolution as in the French revolution, or
construct vs. construction as in the Anglo-Saxon genitive construction, do not result from
Word-Formation Rules. The idiosyncratic meanings of these and other regularly coined
naming units are produced by operations of semantic formation (i.e., semantic shift—
extension of meaning, specialisation of meaning, metaphor, metonymy, synecdoche, etc.)
within the Lexicon. This is also the answer to the Chomskian claim that words which result
from derivational processes often depart from their “expected meaning”. To sum it up, while
the Word-Formation Component generates new naming units, the Lexical Component is
designed for storing all naming units and affixes. The former are organised in external
paradigms (the relationships of polysemy, hyponymy, synonymy, etc.) and internal paradigms
(word classes, case paradigms, conjugation classes, etc.). This “store” feeds both of the
components it is linked to. It feeds the Word-Formation Component with word-formation
bases and affixes for the sake of generating new naming units, on the one hand, and the
Syntactic Component with morphosyntactically specified word-forms from internal
paradigms. In addition, since all naming units “spend their life”” in the Lexical Component and
since they are not absolutely resistant to the influence of linguistic and extra-linguistic factors
they may undergo semantic and/or formal modifications traditionally labelled as
lexicalization. This account overcomes the problem of semantically ‘irregular’ products of
productive Word-Formation Rules by insisting on their absolute regularity, with any
modifications and idiosyncratic changes taking place in the Lexicon.

3.5. By the same token, clippings (ad, lab, maths, etc.) cannot be included in the Word-
Formation Component. First, word-formation deals with coining new naming units, new
signs. Clipped words, however, are not new signs. They preserve the same meaning as their
corresponding full forms. Hence, it is the mere process of form-reduction rather than the
naming process which takes place. Wolfgang U. Dressler holds the same position; he does not
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include the formation of abbreviations among synchronic WFRs by emphasizing that (a) these
result from diachronic changes and (b) there is no change in word-formation meaning
(Dressler et al. 1987: 106-107). Klaus Hansen refers to them as “bloBe Umformungen bereits
vorhandener Lexeme” and “stilistisch markierte Wortvariante” (Hansen et al. 1982: 146).

Secondly, clipping is a highly unpredictable and irregular process. As such, it cannot be
considered a word-formation process. Any changes of this kind bear on the ready-made
naming units, and therefore take place in the Lexicon. This is not to say that clippings—in the
same way as other units stored in the Lexical Component—cannot function as WF bases.
Examples are numerous: flu-epidemic, phone-call, pre-fab structure, pop-art, etc. This is,
however, a different question which has no effect upon the conclusion that clippings do not
result from word-formation processes.

4. The Sign-Nature of Naming Units

4.1. This principle follows from de Saussure’s (1989) conception of sign and Jan Horecky’s
(1983, 1989) model of linguistic sign. The basic tenet is that naming units are bilateral signs,
including the meaning and the form. This determines the scope of word-formation: there are
no naming units in the Word-Formation Component that are pure forms (formemes), i.c.,
formal elements without any meaning have no place in OT. Words like perceive, conceive,
contain, retain, receive, cranberry, vacant, paucity, possible, Monday, etc., are treated as
synchronically unanalysable units (monemes). “Bound morphemes” such as per-, con-, re-,
-ceive, -tain, pauc-, vac-, cran-, etc., in no way comply with the traditional sign-based
definition of the morpheme as a bilateral unit with two facets: the form and the meaning. They
have form; however, they do not have any meaning that might take part in constituting the
meaning of a new naming unit. Therefore, from the point of view of word-formation, words
like those mentioned above should be conceived of as word-formation-irrelevant monemes.
These segments resemble, in terms of their function, phonemes: the latter, too, are merely
forms without any meaning. Their basic function is to distinguish the meaning of words.
Hence, the function of pauc-, vac-, cran-, Mon-, etc., can be reduced to that of a phoneme,
i.e., to the meaning-distinctive function, which cannot be confused with the meaning-
forming function. The latter is bound to bilateral units, i.e., morphemes.

4.2. There is still one group of ambiguous naming units. It can be exemplified by automatic,
hierarchy, mechanism, friction, configuration, etc. The analysis of these and similar naming
units results in a suffix plus “another component” that, though not corresponding to any other
root word, occurs in several formally and semantically related naming units (e.g. automate -
automatic - automation - automaton - automatics - automatism). Obviously, the “another
component” is not limited to single occurrence, and we can associate it with a distinct
meaning. By implication, such a component functions as a word-formation base for the
coining of all the related words. Therefore, it will be useful to consider this component as a
word-formation base. In contrast with the former instances, one can apply the principle of
double analogy (both constituents are bilateral and occur in other naming units, too).

5. Speech-community-oriented theory

The theory presented here does not rest on the intuition of a native speaker. Rather, it attempts
to describe word-formation processes resulting from the naming needs of a given speech
community. As a result, the theory takes into account only actual naming units; therefore,
the notion of possible word plays no role in this theory, which makes it possible to do away
with the overgenerating capacity of word-formation rules.
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6. Discarding Traditional Word-Formation Processes

The method outlined below allows for doing away with the traditional notions of
“compounding”, “prefixation”, “suffixation”, “back-formation”, “blending”, etc. As a result,
it is possible to put all naming acts on a common footing, this being a considerable advantage
in discussing the issues of productivity, “bracketing paradoxes”, ‘back-formation”,

“exocentric compounds”, “blends”, etc. (see below).
7. Word-Formation-Base-Based Word-Formation Theory

The OT model of word-formation is based on the notion of word-formation base. The word-
formation base is defined as a bilateral unit introduced by the Form-to-Meaning-Assignment
Principle (see below) into a new naming unit in accordance with the conceptual analysis and
the subsequent semantic analysis of the object to be named. It can be neither a syntactic
phrase nor a unit smaller than morpheme. This means that Word-Formation Rules make use
of bilateral units stored in the Lexical Component. They are, in the great majority of cases,
morphosyntactically unformed stems (without any inflectional affixes). Nonetheless, the
existence of cases with a pluralized onomasiological mark indicates that it would be erroneous
to confine oneself to a purely stem-based approach.

8. Scope of Word-Formation

Based on the principles stipulated in 1 through 7, and keeping in mind minor exceptions, such
as phrase-based formations, the scope of word-formation within the onomasiological theory
presented here can be defined as follows: Word-formation deals with productive, regular, and
structurally predictable onomasiological and word-formation types producing motivated
naming units in response to the naming needs of a speech community, by making use of
word-formation bases of bilateral naming units and affixes stored in the Lexicon.

9. An Onomasiological Model of English Word-Formation
9.1. It follows from Figure 1 that the model of word-formation includes the following levels:

. Speech community

. Extra-linguistic reality
. Conceptual level

. Semantic level

. Onomasiological level
. Onomatological level
. Phonological level

NN DN kAW —

As indicated in the Introduction, it is surprising that despite the generally recognized interplay
between language-external and language-internal factors the preponderance of word-
formation theories restrict their attention to the language-internal phenomena. This is justified
if the centre of gravity of a theory is on capturing the regularities and structural relations in
the system of already existing naming units. However, if a theory is aimed at accounting for
the processes, mechanisms, and reasons underlying the existence of naming units in the
Lexical Component, one cannot but extend the scope of such a theory and integrate in it the
respective language-external factors. Naming units do not come into existence in isolation
from factors such as human knowledge, its cognitive abilities, experiences, discoveries of new
things, processes, and qualities, human imagination, etc. An object to be named is not named
on its own but is envisaged in relation to the existing objects. Thus, the structural relationships
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in the lexicon are preceded (or dominated) by a network of “objective” relationships which,
by implication, should be taken into consideration in the process of naming. This is the reason
why I find it necessary—in defiance of the mainstream theories—to “shift” the starting-point
of an onomasiological account of word-formation beyond the limits of language as such, and
include in it a speech community and its linguistic demand, i.e., the need to name an object
of the extra-linguistic reality, and the level of intellectual processing an object to be named.
By implication, a speech-community through its manifold cognitive activities selects what is
there in the extra-linguistic reality that deserves a name. This interrelation between the extra-
linguistic reality and a speech community predetermines all the subsequent steps.

The primary task to be mastered is to analyze the object (in the broadest sense of the word) to
be named (or better, a class of objects). This is the task of the conceptual level which, based
on the processes of generalization and abstraction, reflects the complexity of the object in the
form of a logical spectrum delimiting the object by means of logical predicates (noems), and
by making use of the most general conceptual categories (SUBSTANCE, ACTION [with
internal subdivision into ACTION PROPER, PROCESS, and STATE], QUALITY, and
CONCOMITANT CIRCUMSTANCE [for example, that of Place, Time, Manner, etc.]).

Individual logical predicates of this supralinguistic level are captured by semes (the notion of
“seme” is conceived of here in accordance with the notion of “semantic marker” used in the
theory of componential analysis) constituting the semantic structure of the linguistic sign.

At the onomasiological level, one of the semes is selected to function as an onomasiological
base denoting a class, gender, species, etc., to which the object belongs, and one of them is
selected to function as an onomasiological mark which specifies the base. The mark can be
divided into the determining constituent (which sometimes distinguishes the specifying and
the specified elements) and the determined constituent. Both base and mark represent one of
the above-mentioned conceptual categories. Moreover, they are connected by the so-called
onomasiological connective which represents the logical-semantic relations between the
onomasiological base and the onomasiological mark. The base, the mark, and the
onomasiological connective constitute an onomasiological structure which represents the
conceptual basis of the process of naming.

At the onomatological level, the onomasiological structure is assigned linguistic units based
on the Form-to-Meaning-Assignment Principle (FMAP). Specifically, individual members
of the onomasiological structure (selected semes) are linguistically expressed by word-
formation bases of naming units, or affixes, stored in the Lexicon. The fact that all naming
units are based on assigning linguistic units (word-formation bases and affixes) to semantic
components constituting an onomasiological structure enables me to dispense with the
traditional notions of word-formation processes, including compounding, affixation, back-
formation, or blending. In other words, generation of all naming units is put on a uniform
basis. The advantages of such an approach will be demonstrated below.

9.2. From the point of view of the final form of a naming unit it is important to determine
what kind of onomasiological structure will be employed in the naming act.

9.2.1. The first possibility is that all three constituents are included in the new naming unit
(NU), i.e., the onomasiological base, and the determined and the determining constituents of
the onomasiological mark (language teacher, truckdriver, housekeeping, etc.). Since all the
three fundamental onomasiological constituents are linguistically expressed this
onomasiological type can be labelled as Complete Complex Structure (CCS)
(Onomasiological type I - OT I), and naming units coined according to this onomasiological
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type will be labelled as CCS naming units.

Example:
Let us suppose that we want to coin a naming unit denoting a person whose job is to drive a
vehicle designed for transportation of goods.

Conceptual level:
It is SUBSTANCE,.
SUBSTANCE, is Human.
The Human performs ACTION.
ACTION is the Human’s Profession.
ACTION concerns SUBSTANCE..
SUBSTANCE; is a class of Vehicles.
The Vehicles are designed for Transporting various goods.
Etc.

Semantic level:
[+MATERIAL] [+ANIMATE] [+HUMAN] [+ADULT] [+PROFESSION];
[+MATERIAL] [-ANIMATE] [+VEHICLE] [+TRANSPORTATION], etc.

Onomasiological level:

The below representation indicates that—based on the conceptual analysis of the object to be
named—the coiner identified the actional relation between the two SUBSTANCES as crucial
for his naming intention. Therefore, in the process of naming, SUBSTANCE, and
SUBSTANCE, were made the polar members of the onomasiological structure (the
onomasiological base and the leftmost constituent of the onomasiological mark):

SUBSTANCE - SUBSTANCE

In addition, the CCS type (OT I) was selected. The onomasiological connective can be
expressed as follows:

(Logical) Obj - Act - Ag

with Ag(ent) standing for SUBSTANCE, (onomasiological base), Act(ion) for ACTION (the
determined constituent of the onomasiological mark), and Obj(ect) for SUBSTANCE, (the
determining constituent of the onomasiological mark).

Onomatological level:

Based on the Form-to-Meaning-Assignment Principle, the onomasiological structure is
assigned linguistic representation based on the material available in the Lexical Component
(bilateral units included in the Lexicon, either in the form of naming units entering into new
naming units as word-formation bases, or affixes). Here, there are several possibilities. Thus,
Ag(ent) can be expressed by man, -er, -ist, -ant etc.; Act(ion) can be expressed by word-
formation bases of naming units drive, steer, operate, etc., and (logical) Obj(ect) can be
represented by truck or lorry. In general, selecting out of the available options partly
represents the creative aspect within the productive process of coining a new naming unit
and partly is controlled by the limitations of word-formation rules, affix subcategorization,
specific constraints, sociolinguistic factors, etc.. The selected options in our particular case are
as follows:
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Obj - Act - Ag
truck drive er

Phonological level:
Here, the new naming unit is assigned its stress pattern and undergoes relevant phonological
rules.

An example of Onomasiological Type I with the specifying and the specified elements is as
follows:

SUBSTANCE - SUBSTANCE
Obj [+PLURAL] - Act - Ag
computer systems develop er

where computer is the specifying and systems the specified elements of the onomasiological
mark.

9.2.2. Another possible case is that the determining constituent of the onomasiological
structure is left unexpressed. This type is labelled as Incomplete Complex Structure R
(ICSR) (Onomasiological type II - OT II), and the respective naming units will be referred to
as ICSR NUs (writer, teacher, drive shaft). Letter R refers to the expressed right-hand
constituent, i.e., the determined constituent of the onomasiological mark.

Example:
Let us suppose that we want to coin a naming unit denoting a mechanical component used for
securing other components.

Conceptual level:
It is SUBSTANCE,.
SUBSTANCE; is Inanimate.
The Inanimate SUBSTANCE, is Material.
SUBSTANCE, is designed for ACTION.
Its characteristic ACTION is securing some other SUBSTANCE; in place.
Etc.

Semantic level:
[+tMATERIAL] [+INANIMATE] [+tMECHANICAL COMPONENT]
[+SECURING], etc.

Onomasiological level:

As indicated by the following onomasiological structure, the conceptual analysis led the
coiner to put emphasis on SUBSTANCE, and ACTION, obviously for the reason that
SUBSTANCE, cannot be precisely delimited, or its delimitation is insignificant. Hence, the
onomasiological structure is as follows:

ACTION - SUBSTANCE

In addition, the ICSR type (OT II) has been chosen. The onomasiological connective can be
expressed as follows:
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Act - Instr(ument)

Onomatological level:

FMAP: Act - Instr
lock  pin

9.2.3. The third type covers those cases in which the determined (actional) element is not
linguistically expressed. What is included is the onomasiological base and the determining
constituent of the onomasiological mark (called “motive” by Milo§ Dokulil [1962]). I shall
refer to this onomasiological type as Incomplete Complex Structure L (ICSL)
(Onomasiological type III - OT III), and the respective naming units will be referred to as
ICSL NUs. Letter L refers to the expressed left-hand constituent, i.e., to the determining
constituent of the onomasiological mark. This type roughly corresponds to traditional
“primary” or “root” compounds, but also to some affixation types (policeman, honeybee,
hatter). An important subtype of OT III is that with the determining constituent of the
onomasiological mark structured into the specifying and the specified elements.

Example:
Let us suppose that we want to coin a naming unit denoting a person making hats.

Conceptual level:
It is SUBSTANCE,.
SUBSTANCE, is Human. The Human performs ACTION.
ACTION is the Human’s Profession.
ACTION produces SUBSTANCE.,.
SUBSTANCE; is a class of coverings for the head.
Etc.

Semantic level:
[+MATERIAL] [+ANIMATE] [+HUMAN] [+ADULT] [+PROFESSION];
[+tMATERIAL] [-ANIMATE] [+COVERING FOR A HEAD], etc.

Onomasiological level:

In the process of naming, the coiner decided that the polar members of the onomasiological
structure become SUBSTANCE, and SUBSTANCE,, supposedly for the same reason as in
the case of truck-driver above:

SUBSTANCE — SUBSTANCE

In addition, the ICSL type (OT III) has been selected. The onomasiological connective can be
expressed as

Fact - (Act) - Ag
with Ag standing for SUBSTANCE, (onomasiological base), (Act) for formally unexpressed

ACTION (the determined constituent of the onomasiological mark), and Fact for
SUBSTANCE, (the determining constituent of the onomasiological mark).
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Onomatological level:

FMAP: Fact - (Act) - Ag
hat er

9.2.4. Moreover, there is also a group of simple structure NUs in which the onomasiological
mark cannot be analysed into the determining and the determined parts (lionhearted, restart).
This onomasiological type will be designated as Simple Structure type (SS)
(Onomasiological type IV - OT 1V), and the corresponding naming units as SS Nus.

Example:
Let us consider, for example, the OT account of coining the word lion-hearted. It is coined on
the basis of the following conceptual analysis:

He/she is very courageous
This QUALITY resembles the general behaviour [(brave) heart] of the lion.
Etc.

The corresponding semes include [+QUALITY], [+BEHAVIOUR], [+COURAGE],
[+PATTERN], etc. The polar members of the onomasiological structure naturally follow from
relating QUALITY to SUBSTANCE functioning as a symbol of this QUALITY:

SUBST - QUALITY

If the onomasiological Type IV is chosen for naming, the onomatological structure after
application of the Form-to-Meaning-Assignment Principle will be as follows:

Pattern -  Quality

lion heart ed

where lion is the specifying and heart the specified element (not the determining and the
determined constituents!) of the onomasiological mark.

9.2.5. The last type is represented by what is traditionally called conversion or zero-
derivation (OT V), and which is based on the so-called Onomasiological Recategorization.
Since this onomasiological type differs in its nature from the other onomasiological types,
notably by absence of an onomasiological structure, I will briefly sketch its basic principles.
The basic features of conversion in English are as follows:

(a) conceptual recategorization

(b) unanalysable onomasiological level

(c) change of word-class

(d) close semantic affinity between conversion pair members

(e) phonematic/orthographic identity of fundamental forms

(f) change of paradigmatic and syntagmatic relations at the system level (langue).

(a) In my approach to conversion, the first crucial point consists in the fact that each naming
unit results from an intellectual analysis of an extra-linguistic object to be named. Within this
analysis, the object is classed within one of the four above-mentioned conceptual categories:
SUBSTANCE, ACTION (with subcategories ACTION PROPER, PROCESS, STATE),
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QUALITY, or CONCOMITANT CIRCUMSTANCE. The individual aspects of the extra-
linguistic reality do not, however, exist in isolation; on the contrary, they can be conceived of
and subsequently linguistically expressed in various relationships, from different points of
view. These different “angles of reflection” of the extra-linguistic reality can be cognitively
brought into a close relation by re-evaluating the already existing logical spectrum and all the
related lower levels. Then, the most striking feature of conversion is that it always
linguistically expresses the conceptual recategorization of the extra-linguistic reality (see
Figure 2). Thus, for example, databank represents a SUBSTANCE. When, however,
conceptually recategorized, it becomes an ACTION; experiment expresses a PROCESS—
after recategorization it refers to an ACTION PROPER; /imit is a CIRCUMSTANCE—after
recategorization it obtains as an ACTION; feature is a QUALITY—its recategorization yields
an ACTION; insert is an ACTION—when recategorized it becomes a SUBSTANCE; stand
belongs to a STATE—when recategorized it becomes a SUBSTANCE; etc.

Original logical spectrum New logical spectrum
SUBSTANCE » ACTION

It is material GET {...}

It is inanimate

It is liquid

It comes from female mammals
It is a foodstuff

Figure 2: Conversion as onomasiological recategorization

What is the mechanism of these changes? Individual logical predicates are of different levels
of abstraction and generalisation, thus constituting a hierarchy. When a new, dominating,
logical predicate is added to such a hierarchy or a former dominating logical predicate is
removed, the hierarchy is changed, and becomes dominated by a new logical predicate which
determines the conceptual category of a new extra-linguistic object to be named. The
conceptual re-evaluation of the extra-linguistic reality precedes the linguistic processes
proper. It is the conceptual recategorization which provides us with evidence that conversion
cannot be identified with zero-suffixation: conceptual recategorization is vital for conversion
while only possible for suffixation.

Let us illustrate the point. The naming unit milk belongs to the conceptual category of
SUBSTANCE. It has its typical hierarchy of logical predicates (from the most general to the
most specific one). When the hierarchy within the logical spectrum is changed, the
recategorization from SUBSTANCE to ACTION takes place. Thus, a central position within
the hierarchy of logical predicates in one of the converted meanings of milk (‘to obtain milk
from a female mammal’) is assumed by a predicate focusing on the actional aspect of the
extra-linguistic object (see the scheme above). The changed hierarchy within the logical
spectrum 1is then reflected in the hierarchy of semes within the semantic structure of the
converted naming unit.

(b) As opposed to Types I — IV, Type V is characterised by an unstructured onomasiological
level mapping its onomasiological category from the conceptual level. Then, the



31

onomasiological connective, as an expression of logical-semantic relations, does not relate the
base and the mark; rather, it relates the motivating and the motivated conceptual categories.
The following are some examples, which, at the same time, illustrate the way of classification

of variousWord-Formation Types within the Onomasiological Recategorization type:
Fact

bondy - bondy: SUBSTANCE ——— ACTION
(in the meaning of a joint)
Interpretation: Substance as a Result of Action

Instr/Purp
switchy - switchy: SUBSTANCE ACTION
(in the meaning of a device for completing or breaking an electric circuit)
Interpretation: Substance as an Instrument of Action

Temp
timey _ timey: CIRCUMSTANCE —— ACTION
Interpretation: Action in terms of Temporal dimension
Obj/Dir
magaziney-magaziney: SUBSTANCE ACTION

(the verb is a technical term for placing parts into a magazine)
Interpretation: Substance specifies Object as well as Direction of Action

Fact

drifix - drifty: STATE ACTION
Interpretation: Action results in State

Obj
inserty _ inserty: ACTION —— SUBSTANCE
Interpretation: Substance as an Object of Action

Abstr

transporty _ transporty: ACTION —— PROCESS
Interpretation: Abstraction of Action

Fact/Dir
curvey _ curvex: ACTION CIRCUMSTANCE
Interpretation: Circumstance of Directional nature as a Result of Action

Hypost/Inh

terminaly — terminaly: CIRCUMSTANCE SUBSTANCE

Interpretation: Hypostasis of Circumstance, which becomes Inherent to Substance

Fact

clears _ cleary: QUALITY ACTION
Interpretation: Action Resulting in a certain Quality

Instr/Purp
switchy - switchyv: SUBSTANCE ACTION
(in the meaning of a device for completing or breaking an electric circuit)
Interpretation: Substance as an Instrument of Action
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Fact
correcty - correcty: ACTION —— QUALITY
Interpretation: Action Resulting in a certain Quality

It follows from this account that what was necessarily expressed by the second (zero)
constituent in the zero-derivation theory, governed by the binary-structure principle, is, in the
OT approach, first integrated into the logical spectrum and then correspondingly reflected at
the lower levels of the onomasiological model.

(c) A different word-class of a converted naming unit relative to its motivating counterpart is
another striking feature of English conversion. It also presents another very strong argument
against the zero-derivation theory. While suffixation can be divided into class-changing and
class-maintaining, all new converted coinages—irrespective of considerable semantic
differences—behave equally in this respect: all types of conversion are class-changing.

(d) Phonematic/orthographic identity of a converted naming unit with its motivating
counterpart results from the operation at the onomatological level which makes use of the
morpheme(s) of the motivating naming unit. The final form of a converted naming unit,
however, definitely takes shape at the phonological level, where certain deviations may occur
(cases where the phonological shape of the motivated naming unit differs from that of the
motivating one in terms of stress, or the full vowel:reduced vowel opposition).

(e) Obviously, all previous changes must be reflected in the paradigmatic and syntagmatic
behaviour of new coinages. Thus, for example, the conversion of displayn (meaning ‘a device
for presentation of alphanumeric or graphic information’) to displayy (meaning ‘to present on
a display’) changes the position of the new coinage within the sign-external paradigmatics
(different relations of synonymy, homonymy, hyponymy, etc.) and the internal paradigmatics
(of the display, to the display, display (pl.) vs. I display, you display, he displays, ...,
displayed, displaying, ...) as well as different syntagmatic relations (following from different
syntagmatic functions within sentences). The same applies to conversion in the displayn-a
direction. Since this approach to conversion results from the application of the
onomasiological theory, this onomasiological type is labelled as Onomasiological
Recategorization.

9.2.6 Is conversion directional? The issue of directional nature of conversion has been
discussed by a number of authors and would deserve a separate article. Therefore I will only
briefly outline some of the existing proposals and then summarise the OT position as given in
Stekauer (1996). Rochelle Lieber (1981) rejects the zero-morpheme theory of conversion and
argues that no directional rules can account for the facts of conversion in English. In her view,
conversion is a redundancy relation in the permanent lexicon. Individual items like painty and
painty should therefore have separate lexical entries. Importantly, however, Lieber maintains
that conversion is another field of word-formation which lacks isomorphy between the lexical
structure and lexical semantics: while the “syntax” of conversion is non-directional, the
semantics of conversion may be governed by directional rules.

Directionality is not entailed by Hockett’s approach (1958: 221) postulating clusters of word-
classes like AV, NA, VN, and NAV, depending on whether the respective lexeme functions
both as Adjective and Verb, Noun and Adjective, etc., nor by Nida’s approach (1948) who
also admits the existence of classes of words that can function both as Verbs and Nouns.
These views are difficult to accept because, as aptly pointed out by Arnol’d (1966: 32), it is
inadmissible for a word to belong to several word-classes simultaneously, because it
contradicts the basic definition of the word as a system of forms.
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Zero-morpheme-based approaches to conversion inherently postulate a directional process.
They, however, differ in identifying the criteria and/or methods of determining the direction
of this word-formation process.

Marchand’s “classical” account of zero-derivation rests on two sets of criteria determining the
direction of zero-derivation. In 1963a, 1963b, and 1964 Marchand proposed two sets of
criteria, the content-related and the form-related ones. None of his criteria, however, are of
general validity, and even if they are taken as a whole they do not guarantee a conclusive
answer. An extensive analysis of these criteria is provided in Stekauer (1996). Therefore, I
will confine myself to illustrating the flaws of one of Marchand’s criteria, the semantic
dependence defined as follows: “The word that for its analysis is dependent on the content of
the other pair member is necessarily the derivative” (Marchand 1964:12).

According to this criterion, the verb saw must be derived from the substantive saw. Sawy is
defined by Marchand as ‘a cutting instrument with a blade, having a continuous series of teeth
on the edge’. That the instrument may be used for the action of sawing need not be included,
in Marchand’s view, in the definition. Sawy is defined by him as ‘use a saw, cut with a saw’,
where the semantic features of the noun are included.

Marchand’s criterion admits different interpretations, which allows us to adjust the definition
of semantically related words in accordance with our intentions. A few examples will
illustrate the point: the above-mentioned saw can be defined as follows: ‘an instrument for
sawing’ and ‘to cut with a toothed instrument’. These definitions are perfectly acceptable
though they would indicate a reverse ‘derivational’ dependence. Moreover, Marchand
analyzes knifey as ‘wound with a knife’ and notes that the “substantive knife does not lean on
any content features of the verb knmife, which does not exist in the vocabulary of many
speakers who commonly use the noun”. These words indicate that his analysis is influenced
by the frequency of use, a criterion separately mentioned later in his paper. On the other hand,
his analysis of whistle takes the opposite direction in spite of the fact that both knife and
whistle semantically are ‘instruments for performing some action’. In such a case, it is
difficult to see any grounds for unequal semantic analyses of the relations between the
members of the above-mentioned conversion pairs. Moreover, Marchand’s definitions of
whistleyn ‘forcing the breath through the teeth or compressed lips’ vs. ‘instrument used for
whistling’ do not appear to be more natural or obvious than the following pair: ‘to use a
whistle’ vs. ‘an instrument operated by air expelled from lungs’.

The flaws of Marchand’s criterion were also noticed by Ljung (1977). Ljung (1977: 165)
points out that “when we try to apply Marchand’s criterion [i.e. of semantic dependence,
P.S.], it immediately becomes clear how elusive it is. The criterion of semantic dependence
rests on the assumption that there are ‘natural’ definitions for the members of the pairs under
consideration here. A case in point is sawn:saw,. Contrary to Marchand’s assumption (1955:
172) it is possible to ‘saw without a saw’ just as it is possible to ~ammer without a hammer”.

Representatives of level-ordering theories (e.g., Allen, Kiparsky) maintain that the direction
of conversion can be determined according to phonological (mostly stress) and morphological
(combinability of affixes) criteria. For illustration, Allen points out the existence of condition-
aln, and the absence of *condition-ive, and other analogical cases. Both —al and —ive are
Level 1 suffixes: -al attaches to nouns, -ive to verbs. The non-existence of *condition-ivea
thus can be accounted for by the fact that conditiony is not available at Level 1. By
implication, the direction of conversion in the case of condition (and other analogical words)
isNV.
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In his highly interesting theory of conversion, Don (1993), who rejects zero-based accounts of
conversion, derives the evidence of directionality from the analysis of morphosyntactic
features of conversion pairs in Dutch. Thus, for example, conversion “determines gender if it
is noun-forming, and mode of inflection when verb-forming. Furthermore, several
distributional properties of conversion can only be explained if we assume that it is directional
in nature” (Don 1993: 211).

What then is the OT approach to this issue? First, in view of the theory of onomasiological
recategorization it is necessary to distinguish the word-formation process itself and its
semantic aspect as expressed by the logico-semantic relation between the concepts
interrelated by recategorization. The analysis of conversion pairs in Stekauer (1996) indicates
that the logico-semantic relations between the related concepts do not depend on the direction
of conversion. For example, based on the etymological data, the direction of conversion for
bond is SUBSTANCE — ACTION (Noun — Verb) while that for reject is ACTION —
SUBSTANCE (Verb — Noun). In both cases the concepts are related by the logical-semantic
relation of Factitiveness.

On the other hand, the very fact that OT considers conversion to be the process of word-
formation means that it is a directional process. Here it is worth returning to Marchand’s
example of saw. The account of directionality can possibly be based on the extralinguistic
reality, i.e., on the natural subsequence of emergence of the respective phenomena. In this
particular case, first, there must have been an instrument permitting the performance of an
action by means of that particular instrument. With whistle, the direction is reversed. This is
quite obvious, because the primary ‘instrument’ for the given action is our lungs, lips, etc.
They permit the action. Thus from the point of view of the criterion of extralinguistic
subsequence, whistle (instrument) is secondary with regard to the action of our body organs.
It follows that the directionality criterion can in some cases be shifted to the highest levels
(extralinguistic reality) of the word-formation model.

Nevertheless, in the vast majority of cases, this way of determining the “derivational” relation
resembles the familiar “chicken-or-egg” problem: for instance, (computer) program,
interface, link, design. There does not seem to exist any generally applicable criterion.
Therefore, the only way out seems to consist in the complementary effect of a multiplicity of
criteria, including the criterion of extralinguistic subsequence, diachronic data, formal criteria
(like stress pattern), morphosyntactic effects (like in Don’s approach), structural relations
(combinability with affixes), etc.

10. Determining the Morphosyntactic Features

10.1. In the present model of word-formation, the onomatological level is the place of
determining the category of word-class and the related morphosyntactic features. The
category of word-class is important because, among other things, there are some stress-
assignment rules (phonological level of the model) which are word-class-dependent. For
example, there are some conversion pairs (onomasiological type V) which depend for their
stress upon the word-class of individual conversion pair members, for example, construct,
increase, replay, isolate, abstract, concrete, absent, etc. These differences are not limited to
the instances of the Onomasiological Recategorization type. Therefore, the phonological
component must “know” the category of a naming unit to be assigned a stress.

10.2. A frequently discussed issue is how a new coinage is assigned its category of word-class
and other related morphosyntactic characteristics. The majority of morphologists share the
view that these features are inherited from the head (Marchand’s determinatum). Less
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agreement obtains in regard of how the head should be identified. Allen (1978) formulated her
principle under the label of IS A CONDITION, Williams (1981) introduced the Right-hand
Head Rule (RHR) which defined head positionally as the right-hand member of the word, and
Selkirk (1982) proposed a revised RHR because the original RHR appeared to suffer from
many flaws. Williams himself accepted the criticism and, in his joint work with Di Sciullo
(1987), modified the RHR in the form of a relativized head always defined as the rightmost
element of the word marked for the particular feature. In any case, the number of various
approaches to “headedness” indicates the overall uncertainty of morphologists concerning its
identification and overall function. Zwicky criticized those feature percolation conceptions
according to which morphosyntactic features percolate to the complex word from the head
constituent of that word. In his view, “the location of inflectional marks is not to be managed
via percolation, [...] category of determination resides not in constituents but in rules [my
emphasis, P.S.] performing morphological operations” (Zwicky 1985: 2).

The OT theory presented here takes an approach different from the existing conceptions.
Stekauer (in print) gives arguments in favour of identifying the head with the
onomasiologiocal base. It should be emphasized once more that the latter always refers to a
class of objects, a genus, etc. Consequently, rather than identifying head either positionally or
morphologically (a particular morpheme of a naming unit) the proposed approach shifts the
criterion of headedness to the extralinguistic level, in particular, to the conceptual level of
coining new naming units. By implication, head can be a suffix, a prefix, or a word-formation
base. Given this principle, behead, is analysed as follows:

ACTION —— SUBSTANCE
Act — Obj
be head

where Act is the onomasiological base. It refers to a general class of FACTITIVE Actions
directed at Objects. The Action is more general than the specific Object, in this case head.
Similarly, the meaning of re- (REPETITION of an Action) in restart is more general than the
Action specified. In other words, any particular Action can be repeated or returned to the
original state. Another example, which is treated differently in the literature, concerns words
like greenish (ct. Bauer 1990). Here, -ish is the onomasiological base because its meaning is
much more general (APPROXIMATION) than that of green. Similar considerations apply to
diminutives, such as duckling. -ling (DIMINUTIVE) is more general than duck. This
assessment of evaluative affixes differs from that of Scalise (1988) who maintains that
evaluative affixes violate the Unitary Output Hypothesis® and, therefore, cannot function as
heads.

A question may be raised concerning the identification of head in structures containing both
prefix and suffix. The onomasiological model of word-formation does not (advantageously)
generate naming units by means of concatenation of the individual word-formation processes
(binary principle), for example, (de + ((centrex + als)at izev)v)v; rather new naming units are
formed by the so-called FMAP principle which matches the morphemes stored in the Lexicon
with the individual constituents of the onomasiological structure within a single act of
assignment. Consequently, this theory may appear to be in a tight situation if it is required to
determine which of the affixes stands for the onomasiological base (head) in words like
decentralize, ungrammatical and a number of other similar prefix-suffix structures; that is to

3 The Unitary Output Hypothesis assumes that the “output of a rule of suffixation is always the same

independent of the base (1988: 232)“, which means, for example, that the form of a rule such as

[[ ]1X +hood]N, <+abstract>,<-count><+common><...>
will have the same form irrespective of the content of X, that is, no matter whether X is a Noun or an
Adjective (wifehood/livelihood) or whether X is a proper Noun or a common Noun (Christhood/sisterhood).
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say, which of the affixes represents a more general class. The problem follows from the fact
that it is hardly possible to classify various affixes in terms of more or less general semantic
classes.

The OT model postulates that if a speech community needs a new naming unit, the object of
the extra-linguistic reality is intellectually analyzed at the conceptual level by means of
logical predicates. Thus the process of analysis which underlies, for example, the naming unit
decentralise, is roughly ‘ACTION; of making something central which is Negated by
ACTION,’. Clearly, the ‘Action of Negation’ is logically superordinate to ACTION;. This
conceptual analysis is born out at the onomatological level. The FMAP principle must
observe the subcategorization of affixes stored in the Lexicon. Therefore, the operation of the
FMAP principle is both vertical and horizontal. Vertically, the semantic facet of the
morphemes must match the meaning of the semes of the onomasiological structure (in our
example, de- stands for Negating Action; central corresponds to the specific Qual; and -ize to
the specific Act); horizontally, the individual morphemes must be mutually compatible. Thus,
de- requires verbal category on the right-hand side (no matter what the right-hand
constituent’s internal structure is, i.e., whether it is a single morpheme or a combination of
morphemes); on the other hand, ize- subcategorizes for both adjectival and substantival
partners on its left-hand side, and is thus semantically less coherent (see Aronoff 1976). In
addition, it does not combine with negated adjectives or nouns. The onomasiological structure
delimited by its polar members

ACTION — ACTION
will thus be
Neg Act — Qual — Act.

The FMAP principle assigns the specific word-formation base and affixes. In addition, the
FMAP evaluates the respective compatibilities of de- and -ize, and permits the combination:

Neg Act - Qual - Act
de central ize

Since it is the Negating Action which dominates the conceptual and onomatological level
analyses, the head is represented by the prefix de.

Stekauer (in print) demonstrates that all heads identified as onomasiological bases are in a
position to transfer their features to the respective naming units. The morphosyntactic
information need not, however, percolate directly from the head. Prefixes are envisaged to
have a decision-making capacity—they either determine the category directly (class-
changing prefixes) or indirectly (class-maintaining affixes); in the latter case, they
acknowledge the category of the particular naming unit. While suffixes seemingly fulfil the
same function, as it were, straightforwardly (inflectional morphemes as indicators of
morphosyntactic features are simply attached to them), prefixes seem to do it as mediators.

10.3. Thus, the onomasiological base is postulated to determine the word-class category and
the related morphosyntactic features of a new naming unit. Furnished with this information,
each coined naming unit is passed to the phonological level where it can be specified in terms
of stress, and other rules determining the phonological form of naming units, for instance, the
Trisyllabic Laxing Rule. The phonological aspects of word-formation have been much
discussed in literature under various labels (for example, Siegel’s Level Ordering Hypothesis,
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Allen’s Extended Ordering Hypothesis, Kiparsky’s Cyclic Phonology, etc.), and a number of
rules were aptly formulated.

10.4 These issues are closely related to the relation between the Word-Formation Component
and the Lexical Component in terms of restrictions imposed on the combinability of
individual word-formation constituents. It is generally known that not all combinations of
morphemes are permissible. Generally, the permissibility is governed by specific properties of
an affix, and can be expressed in its subcategorization frame. In my model, it is supposed that
affixes represent a separate list in the Lexicon, with each affix (just like any other naming unit
in the Lexicon) having its specific entry. While morphosyntactic properties of naming units,
necessary for combining them to form sentences, follow from their membership in the
respective paradigm (to which each naming unit is automatically integrated according to the
features of the onomasiological base in regular cases; or by individual idiosyncrasy-capturing
specifications if the feature(s) deviate(s)), affixal entries contain (in addition to the word-class
specification where applicable) the information necessary for combining affixes with word-
formation bases to form naming units. In addition, affixes may cause some phonological
changes. It follows, then, that the onomatological level and the phonological level of the
Word-Formation Component must be directly interconnected with the affixal part of the
Lexicon, too. The following are a few examples of treating restrictions within the present
model:

10.4.1. Kiparsky (1982a) mentions the suffix -a/ which is only added to verbs stressed on the
last syllable, e.g. arrival, revérsal vs. *deposital, *recoveral. In his view, the cyclic rule of
stress assigning to verbs must precede the suffixation by -al, which is predicted by Kiparsky’s
scheme of lexical phonology. In my model, this condition would be specified in the entry of
the suffix -al. Since the phonological level of the model has access both to the list of affixes
and to the paradigmatically classified naming units in the Lexical Component, the condition
(restriction) is simply applied by checking both the affix for the respective condition, and the
naming unit (whose word-formation base is assigned to the respective logical-semantic unit
by the FMAP) for its stress.

10.4.2. The frequently adduced (e.g. Halle 1973) example of restrictions imposed by the
inchoative suffix -en can be explained in a similar way. It means that the condition according
to which the affix attaches only to monosyllabic stems and, moreover, only if they end in an
obstruent, optionally preceded by a sonorant (blacken, whiten, toughen, dampen, harden,
*dryen, *dimmen, *greenen, *laxen) will be stated as a specification of the affix. Moreover,
there are also examples in which this restriction appears to have been violated, for -en has
attached to a stem ending in two obstruents /ft/ or /st/: soften, fasten, moisten. These examples
illustrate an operation of the phonological rule which deletes the /t/. Then the -en is attached
to a stem which complies with the phonological condition, namely sof-, mois-, or fas-. This
form-adjusting rule is included in the phonological level of my model, and operates in close
“co-operation” with the suffix because, thanks to the direct interconnection of the
phonological level and the list of affixes, it can “see” the restriction specified in the affixal
entry.

10.4.3. The entry for the suffix -able must contain the information that this suffix combines
only with transitive verbs. In other words, the onomatological level has access to the Lexicon.
In this particular case, it has access to the paradigm containing the respective verb whose
word-formation base is to be combined with the suffix -able by means of the FMAP.
Logically, the onomatological level does not “scan” all the verbs in the Lexicon. Its task is
simplified by all transitive verbs being grouped in the “Transitive Verb Paradigm ”.
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10.4.4. The suffix un- will be specified for stress assignment. In particular, it is provided with
information that it carries a secondary stress when occurring in adjectives containing the
suffix -able. As mentioned above, the word-class category of a naming unit being coined is
specified at the onomatological level. Therefore, the phonological level at which stress
changes occur can act based on the word-class specifications imposed by the onomatological
level plus the stress condition specified for the suffix in its entry. Certainly, the entry of un-
contains another condition, notably that it can be combined with word-formation bases of
adjectives, and that the meaning of such adjectives should be positive. Therefore, the
onomatological level automatically “retrieves” the “Adjectives with Positive Meaning
Paradigm”.

10.4.5. The example of the ‘truncation rule’ (nominate - nominee, evacuate - evacuee)
mentioned by Aronoff (1976) fits my scheme, too. The entry of the suffix -ee contains a
condition stating that if the immediately preceding constituent (word-formation base of a
verb) assigned by the FMAP ends in the -afe cluster, the latter will be deleted. The operation
of form adjustment takes place at the onomatological level based on the information from the
affixal entry. The same principle applies to Aronoff’s examples of allomorphy rules (electrify
- electrification).

10.4.6. Certainly, selectional restrictions apply to word-formation bases, too. It is assumed
that selectional restrictions are not changed by application of Word-Formation Rules.
Therefore, if the verb refuse requires an animate subject, this restriction is also transferred to
the noun refusal coined by employing the word-formation base of the naming unit refuse. As
a result, refusal automatically takes over this feature in the Lexicon, and is classed in the
paradigm containing all similar nouns. Any deviations are reflected in the changed place of
the respective naming unit within the system of paradigms of the Lexical Component.

10.5. Let us illustrate the way the individual naming units are represented in the Lexicon. As
already mentioned the Word-Formation Component forms new naming units by means of
word-formation bases of naming units stored in the Lexicon, and it supplies the Lexicon with
new naming units. Each new naming unit comes to the Lexical Component with its specific
categorial features. Thus, for example, a new-coined noun is allocated to the respective class
of regular or irregular nouns based on the nature of the naming unit/affix which enters into a
new naming unit as its onomasiological base. Based on these features, the new naming unit is
classed with a large group of naming units, each of them having the same paradigm (in
inflectional languages, for example, identical noun case endings, or verbal person endings,
etc.). Each such paradigm-based group can be further subdivided, for example, in terms of the
transitive-intransitive opposition, etc. This approach can best be illustrated by inflectional
languages like Slovak. Here, for example, agent nouns can be formed by the suffix -e/’ added
to verbal stems: riadit’-el’ (manage-er), ucit’-el’ (teach-er). Individual case-morphemes,
specific for the seven cases of declension both in singular and plural, depend on the category
of word-class (noun, in this particular case), gender (masculine), gender declension pattern
(each formal gender (masculine, feminine, neuter - the latter is of formal nature in Slovak;
therefore, for example, dievca (girl) is a neuter gender noun) distinguishes four patterns
depending on a feature like [Animate], the vowel/consonant opposition with regard to the
final phoneme, the nature of the immediately preceding phoneme, etc.). Syntax, then, has
access to the individual paradigm -based groups, and retrieves those word-forms which
correspond to its particular sentence-generation needs. The same principles can be applied to
English in a fairly simplified way owing to the lack of inflectional morphemes in English.
Moreover, the same principle holds for the argument structure of verbs. The constituent
underlying the onomasiological base assigns a new naming unit the respective word-class and
subcategory (e.g. intransitive/transitive). Based on this criterion, or any other criterion
defining the argument structure, a new coinage is identified with a particular argument
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structure subcategory in the Lexical Component, and is taken from the Lexicon when syntax
requires it.

11. A Problematic Case: Syntax-Based Word-Formation

It was already mentioned above that not all naming units neatly fit the ideal onomasiological
model (actually, is there any model without exceptions?!) of word-formation according to
which all naming units are formed by productive WFRs and the linguistic material is taken by
FMAP from the Lexical Component. An obvious exception to the rule is a group of syntax-
based formations like sit-around-and-do-nothing-ish, leave-it-where-it-is-er, son-in-law,
lady-in-waiting, pain-in-stomach-gesture, what-do-you-think-movement, milk-and-water,
save-the-whales campaign, etc.). They make use of typical syntactic elements (synsemantic
words like articles, prepositions, conjunctions, etc.) and are structurally unpredictable in the
sense that the FMAP of the onomatological level cannot make use of the stock of word-
formation bases and affix morphemes stored in the Lexical Component. It must work with
syntactic combinations of both autosemantic and synsemantic words, i.e., with typical
syntactic structures. Consequently, the onomasiological approach to word-formation
necessarily faces a problem because the linguistic material cannot be drawn from the Lexicon.

Admittedly, in the original version of my onomasiological theory (Stekauer 1998) the
treatment of these naming units was superficial and simplistic. It was concluded that they
were generated at the Lexicon-Syntax interface. This does not seem to be the whole truth.
First of all, it must be taken into account that these naming units feature an internal structure,
and thus they require the same kind of word-formation mechanism (including conceptual,
semantic, and onomasiological analyses and the application of FMAP at the onomatological
level) as the naming units formed by regular and productive WFRs. If they were generated at
the Lexicon-Syntax interface one would have to postulate another model of word-formation
with all the individual levels. Rather than the naming function, the Syntactic Component
fulfils the descriptive function. Therefore, it would be awkward to expect from syntax to use
word-formation instruments. Equipping the Lexicon with another complex word-formation
mechanism seems fallacious because (a) this would unnecessarily increase the complexity of
this component, and (b) the Lexicon fulfils other, above mentioned, functions. Moreover,
given the relative paucity of syntax-based naming units, such a word-formation mechanism
would be rather underloaded. Therefore, it may be postulated that this type of naming units is
also formed in the Word-Formation Component; they usually fall within Onomasiological
Type II or III.

For illustration, naming units, such as sit-around-and-do-nothing-ish, leave-it-where-it-is-er
can be—based on a conceptual analysis—represented as the onomasiological structures of
ACTION - QUALITY and ACTION - SUBSTANCE, respectively. They can also be formed
by the FMAP principle which, however, operates in view of the “explicitness instruction”.
Otherwise, the latter naming unit might be something like stuff-leaver, or some other
“standard product” of the WF Component.. The “explicitness instruction”, however, means
that the Lexical Component cannot fulfil its typical function of feeding the required word-
formation bases to the WF Component for the simple reason of not having them in stock.
Therefore, the Lexical Component mediates the required material from Syntax. In any case, I
do not find it proper to represent this kind of units as (V + -er) structures because the first
constituent is not a Verb as might perhaps be proposed by a generative, form-based approach.
While Verbs are stored in the Lexicon, none of the structures in question can be found there.

A question may be raised at this place: Do these naming units comply with one of the basic
tenets of the theory presented here, i.e., the premise that new naming units are coined by



40

productive and regular WFRs? The answer cannot be unambiguous. OT distinguishes
between the onomasiological level and the onomatological level. The former generates a
structure constituted by semes which come to be represented by morphemes. By implication,
any WFR results from an interaction between the two levels. As indicated above, no problems
concern either onomasiological structure or the application of FMAP to the onomasiological
base. The pitfall concerns the application of FMAP to the onomasiological mark. Given these
circumstances, it may be concluded that the basic principle is partly complied with: these
naming units might be said to be generated by productive rules which result in a partly
irregular structure.

12. Nonce-Formations

Hohenhaus (1998) defines nonce-formations as ad-hoc formations, the dominating
characteristics of which are (a) context-dependence, (b) deviance (they are “not conforming to
the language’s word-formation rules or well-formedness conditions” [Hohenhaus 1998: 240]),
and, primarily, (c) non-lexicalizability (which means that they cannot become established
[listed] items). Since nonce-formations are not listed, they are, by implication, “formed anew,
put together actively, creatively” (Hohenhaus 1998: 238) each time they are used in speech. It
follows naturally from these defining features that not all neologisms are nonce-formations. I
will briefly comment on these statements.

(a) It goes without saying that from the point of view of a speaker (or better, a coiner), every
nonce-formation is accurately delimited and well defined. Consequently, context-dependence
is the matter of the listener/reader, and it takes the nature of degree: monosemous naming
units are less context-dependent than polysemous naming units; morphologically transparent
naming units are less context-dependent than the morphologically vague ones (compare the
lower dependence of words with unambiguous word-class compared to converted naming
units, or the context-dependence of lexicalized naming units [in Bauer’s sense of this term]
vs. fully transparent naming units); naming units of the core part of the lexicon are less
context-dependent than those at the periphery (compare the words of everyday use and those
of any scientific terminology, or commonly known words vs. slang or argot expressions).

Context-dependence is a vague notion at least for the following reasons: (i) each naming unit,
no matter how well it is integrated in the system, is used in its typical “context”, unless certain
stylistic objectives require its use in the “context” of a different register; (ii) context-
dependence is always the matter of speech (parole) and never that of system (langue): at the
system level, every naming unit is accurately defined and has its distinct meaning and
function; (ii1) a closely related issue is the meaning of “context” based on which a naming
unit may be context-free for a specific subset of a speech community (for those in the know,
e.g. experts in a particular field of science) and fully context-dependent for another subset of a
speech community; (iv) and finally, context-dependence (again at the speech level) may also
result from the analytic nature of English (for example, the identical external form of
conversion pairs; but the same holds of word-forms—because of the lack of inflectional
morphemes it is only the specific context which determines the function of the respective
form in a sentence—this is, however, not to say that such word-forms are not distinctly
defined by their fixed place in the paradigmatic system!).

(b) Deviation from the regular patterns of word-formation is a frequent argument; it is as
vague and inconclusive as the previous one though. One of the essential claims of OT is that
all new naming units formed in the Word-Formation Component are coined in accordance
with productive and regular WFRs. Stekauer (manuscript) demonstrates that examples
presented as evidence of the idiosyncratic nature of “nonce-formations” (cases like unmurder,
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oid-y, ultra-alphabetically, expletive infixation, etc.) are regular coinages.

(c) Since nonce-formations are, in Hohenhaus’ view, not listed, they must be interpreted “in a
constructive way”. The interpretation of nonce-formations cannot rely on “genericness”
considered by Hohenhaus to be a crucial factor conditioning the listing of a naming unit. In
his view, genericness means “keeping a word in order to have it at hand ready-made for future
use, which must be worth it. Listing something which is highly unlikely ever to be usable
again would not make much sense” (Hohenhaus 1998: 263).

This account necessarily raises doubts. What does it mean “to be worth listing” and “highly
unlikely to be usable again”? How can anybody know whether or not a particular new coinage
is worth storing in the Lexicon? By exaggerating a little bit: should these decisions be taken
by a special-purpose linguistic institution? And furthermore, how can we foretell the fate of
the apple-juice seat type words, or any other “nonce-formation” types? How can one be sure
about apple-juice seat not becoming one of the central items of household architecture or
restaurant organisation sometimes in future (for example, conditioned by a new trend in
nutrition, architecture, etc.)?

When coined each naming unit is an attempt, a very real word-formation attempt, i.e. an
actual naming unit. It comes into existence as a response to a specific demand of (a certain
number of members, or only one member of) a speech community, and it is this demand
which justifies the existence of such a coinage. As such, it becomes an offer for the remaining
part of the particular speech community. If accepted by (a specific group, i.e. subset of) the
speech community, it becomes integrated for (possibly) long-term use, if not, it drops out of
the system. In any way, however, the worthiness and the likeliness of use are terms upon
which no theory of word-formation can be built.

In addition, it should be noted that the frequency of usage, or the “common (general) use”, or
“common parlance” as a criterion for the status of existing (occurring) words is unacceptable
not only because of the vagueness of the notion “common (general) use”, but also because the
frequency of usage can only be applied to words that have already been coined, i.e. to actual
(existing) words (or, to nonce-formations conceived of as the first stage in the “life” of any
new naming unit).

By implication, the notion of nonce-formation in the onomasiological model just outlined
differs from that proposed by Hohenhaus. Rather than being non-lexicalizable, deviant and
“context-dependent” units representing a distinct group of coinages different from all the
“listemes”, OT conceives of nonce-formations - in accordance with Bauer (1983) -
diachronically, as a certain specific stage in the “life” of naming units, the stage from the
“birth” (the act of coining) to their dissemination in the target group of a speech community
(which may be a small group of friends, a professionally, socially, culturally, etc., delimited
group of different size, or an (almost) complete speech community), that is, to the stage of
what is labelled as institutionalization by Bauer. Being products of the Word-Formation
Component all “nonce-formations” pass to the Lexical Component where they “wait” for their
destiny: they can become well-integrated in the system, remain at its periphery, or can simply
be discarded from the system.

This issue, however, is not so unproblematic. There is a hitch in it. It concerns some syntax-
based formations. The majority of “shorter” syntax-based formations fit well the conception
of nonce-formations outlined above. They are productively coined (though feature partial
structural irregularity) and some of them even survive the test of time (for example, matter-
of-factness, out-of-the way, son-in-law, lady-in-waiting, milk-and-water, save-the-whales
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campaign, etc.) and become integrated in the system of language; some “longer” units are no
doubt disposable coinages. A case in point is Jerome K. Jerome’s “pearl” from his Three Men
in a Boat: There is a sort of Oh-what-a-wicked-world-this-is-and-how-I-wish-I-could-do-
something-to-make-it-better-and-nobler expression about Montmorency... It goes without
saying that such a coinage has no chance to survive in the Lexicon. In principle, there is no
structural difference from the other syntax-based units. It differs from the storable ones in
extreme length which is obviously the main obstacle to memorizing and, therefore, to keeping
this unit in the Lexical Component. Thus, rather than the structural factor, or the factor of
context-dependence (this naming unit can be perfectly understood out of context) it is an
utmost pragmatic factor of human memory capacity which makes this naming unit an ad-hoc
coinage. A similar view is presented by Dressler (1982: 174): “If we take one of the
(universally accepted) functions of WFRs, i.e. that of enlarging the lexicon [...] by the
labelling of concepts, then clearly there is less pragmatic need to label concepts of such
complexity that phrasal or even sentential bases must be used [...] Here the semiotic principle
of the optimal size and sign may be invoked: Too big a sign(ans) is difficult to perceive for
the hearer and to store for the speaker and hearer”. A question is whether, how, and to what
degree this kind of factors should be incorporated (is incorporateable) in any theory of word-
formation. For the time being, I must leave this question open.

13. Some Applications of the Theory
13.1. “Bracketing paradoxes”

One of the advantages of the onomasiological theory proposed in Stekauer is that it eliminates
the problem known in the literature under the heading of “bracketing paradoxes”. Thus, for
example, transformational grammarian is said to have the following morphological structure:

[[transformational ][ grammarian]],
while semantic considerations require the structure
[[transformational grammar][ian]],

Unhappier must be analysed as

[un [happy er]]

in terms of morphology because the comparative affix -er only attaches to monosyllabic and
some disyllabic words; however, the meaning of unhappier is ‘more unhappy’ rather than ‘not
happier’. Therefore, semantically it must be bracketed as

[[un happy] er].

This kind of paradox follows from the generally applied binary principle. Since the
onomasiological theory with its FMAP does not rely on a binary word-formation structure,
the problem of bracketing paradoxes is meaningless. Moreover, the proposed approach is
based on the principle that the relations in question are not hierarchical. The members of the
onomasiological structure (the base, the determining and determined constituents of the mark,
and the specifying and specified elements of the determining constituent) function at the same
level of description (onomasiological level) Thus, transformational grammarian can be
analysed as follows:
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Conceptual level:
‘a person dealing (professionally) with transformational grammar

2

Onomasiological level: ICSL (OT III)

SUBST - SUBST
FMAP: Oob; - (Act) - Ag
|
| |
transformational grammar -1an

(where transformational is the specifying element and grammar the specified element of the
onomasiological mark).

The latter of the above-mentioned examples, unhappier, is analysed as follows:
Conceptual level:
‘a state of not being happy; this state is characterised by a higher degree relative to the

original state’

Onomasiological level: CCS (OT I)

QUAL - CIRCUM
FMAP: Neg - State - Manner
un- happy -er

13.2. Exocentric compounds

13.2.1. One of the traditional divisions of compounds in English is that into endocentric and
exocentric compounds. While the former are characterised by the binary structure of
determinant - determinatum with the compound being a hyponym of its determinatum (head),
the latter (redskin, pickpocket, hunchback, paleface, five-finger, scatterbrain, etc). are said to
have zero determinatum, i.e., one lying outside the compound (Marchand 1960: 11);
therefore, the compound cannot be a hyponym of the determinatum. In this section, I will
present a different approach and argue that these compounds are generated in the same way as
endocentric compounds. The reasons for this assumption are as follows:

(1) The psychological reasons for this approach can be found in both classical structuralist and
onomasiological approaches. Marchand (1960: 11) points out the general tendency of
speakers “to see a thing identical with another already existing and at the same time different
from it”. This principle, labelled by Kastovsky (1982: 152) as an “identification-specification
scheme” is a key to one of the fundamental principles of Marchand’s and Kastovsky’s
theories based on the binary, syntagmatic, structure of motivated words. Each word-formation
syntagma is based on the deferminant/determinatum relation, where the latter “identifies” and
the former “specifies”. The same principle underlies the onomasiological conception. Dokulil
(1962: 29) maintains the following:

“The phenomenon to be named is usually identified with a specific conceptual class having its
categorial expression in the particular language and subsequently, within the limits of this class, it is
determined by a mark. The conceptual class enters the onomasiological structure as a determined
constituent—the onomasiological base, the mark as a determining constituent—the onomasiological
mark. The onomasiological base may stand for a conceptual genus or a more general conceptual
class”.

Finally, natural morphology claims the same, though in a different way. The most “natural”
are those coinages which are most diagrammatic (a new meaning is accompanied by a new
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form), for instance, read-er where there is “a diagrammatic analogy between semantic and
morphotactic compositionality (or transparency)” (Dressler et al. 1987: 102).

(i1) There is no reason to surmise that there is any other cognitive process underlying a small
group of “exocentric compounds” deviating from the identification-specification scheme
because this way of conceptual analysis is the essence of naming in general.

13.2.2. I propose to explain “exocentric compounds” by a two-step process in which only the
first has word-formation relevance. The first step consists in the formation of an auxiliary,
onomasiologically complete (i.e. with both the base and the mark included), naming unit.
The second step is based on mere elliptical shortening. Certainly, shortening is not a word-
formation process (see above the comments on clippings). Therefore, this type of naming
units can be analysed on a par with the underlying “full”, auxiliary, version, although the
latter has not come to be used (institutionalised).

13.2.3. An important piece of evidence supporting the approach outlined here is the irregular
plural. It is generally known that compound nouns are not pluralised by attaching a plural
ending to the compound as a whole; rather, they take over its plural form from the right-hand
constituent. Therefore, the plural of milktooth is not *milktooths, but milkteeth, the plural of
postman is not *postmans, but postmen, etc. Now, taking the example mentioned by Sproat
(1988: 349), the expected plural of the “exocentric” sabertooth is *saberteeth, which is not
the case. Implicitly, tooth is not the right-hand member. Since I—as opposed to Kiparsky
(1982a) or Sproat (1988) (who accounts for exocentric compounds by applying the so-called
Mapping Principle primarily used in his approach to “Bracketing Paradoxes”)—reject the
notion of zero-morpheme in word-formation, a solution must be sought elsewhere. The
“elsewhere” is provided by the above-given approach. Based on a conceptual analysis we can
identify the onomasiological base as a SUBSTANCE representing a class of animals (or more
specifically, a class of tigers). The onomasiological mark identifies its subclass. The FMAP
then yields an auxiliary naming unit saber-tooth tiger, or more generally, saber-tooth animal
(both the more general and the more specific forms fit our purpose; in other words, what
matters here is the onomasiological structure, and not the onomatological structure). In any
event, the actual onomasiological base, and—at the same time—the right-hand constituent of
the naming unit forms its plural in a regular way (i.e., tigers, animals). Since it is the plural of
the right-hand member (onomasiological base) of a complex naming unit, the plural of
sabertooth 1s sabertooths.

13.2.4. Let us illustrate this theory by presenting some more examples. The naming unit
redskin has been traditionally identified as an “exocentric compound” because (as opposed to
“endocentric compounds”) redskin is not a kind of skin. By applying the onomasiological
model of word-formation we arrive at the following abridged analysis of redskin:

The object to be nameed is HUMAN

The HUMAN is characterised by the red colour of his/her skin.
Clearly, the object to be named is “identified” with a whole class of objects; in this case, these
are “people”, “human beings”, or “persons”. It is this seme which becomes an
onomasiological base in the new naming unit. The seme indicating the colour of skin is a
specification seme. Hence, it becomes an onomasiological mark. Then, the onomasiological
structure will be as follows:

SUBST - SUBST
Stative - Patient
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By applying the FMAP to this structure, we obtain:

Stative - Patient
redskin person

The auxiliary naming unit obtained is an “endocentric compound”. The second step consists
in elliptical shortening, which is reflected in the notation by bracketing the base member of
the structure. As with all clippings, the lexical and grammatical features of a full naming unit
are passed over to its clipped version (in this particular case, it is the word-class of Noun, and
lexical class of Human Beings). This is indicated by an arrow:

redskin person — redskin [person]

Similarly:
killjoy 1s ‘a person who usually kills joy’ (killjoy person);
wagtail is ‘a bird that characteristically wags its tail’ (wagtail bird);
turnstone is ‘a bird that typically turns stones’ (turnstone bird),
catchfly is ‘a plant that typically catches flies’ (catchfly plant); etc.

To sum it up, this account rests upon the principles of Marchandian structuralist theory, the
onomasiological principles of the functional Prague School tradition, and on the principles of
Natural Morphology. It should be stressed that the facts of naturalness should not be confined
to the processing stage of language use, i.e. to parole. Naturalness is an indispensable feature
of dynamic processes shaping the langue. Therefore, we may assess word-formation units in
terms of what is the most natural way of their coming into existence.

It might be objected that “exocentric compounds” should be accounted for as metaphorical
shifts. However, I believe that the previous account made it clear that the explanation
proposed here is more “natural” in terms of word-formation principles and corresponding to
the psychological reality of coining new naming units.

13.3. Back-formation

13.3.1. Back-formations are approached in the onomasiological theory in a similar way as
exocentric compounds. What I claim is that the notion of “back-formation” has no place in the
theory of word-formation as presented here. The conceptual fallacy in traditional accounts of
back-formation is that they explain the origin of a “shorter” naming unit (e.g., stage-manage)
without accounting for the way in which a “longer” (stage-manager) naming unit came into
existence. “Longer” naming units must have been somehow coined, they could not merely
have appeared “out of the blue”. Moreover, the suffixes included in “longer” naming units
have all the features of “normal” suffixes. Therefore, I believe that both members of the
“pairs” related by the notion of “back-formation” are generated separately, fully consistent
with the onomasiological model and the Form-to-Meaning-Assignment Principle. This can be
exemplified by stage-manager and stage-manage:

Conceptual level: ‘a person who manages a stage’
Onomasiological level: CCS (OT I)

SUBSTANCE - SUBSTANCE
Obj — Act - Ag
stage manage er
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Conceptual level: ‘to manage a stage’
Onomasiological level: SS (OT 1V)

Obj « Act
stage manage

13.3.2. In the case of naming units of the peddler type only the “longer” word falls within the
scope of word-formation: As indicated above, pedd/er must have come into existence in some
way. Therefore, an auxiliary naming unit peddle is postulated for the sake of coining the
“longer” word. Later on, it became “actualised” based on the demand of a speech community.
However, being a moneme, it became actualised directly in the Lexicon.

13.4. Blending

The process of “blending” can also be treated as a two-step process. The first step consists in
coining an auxiliary “full version” naming unit consistent with the onomasiological model of
word-formation. Such a naming unit is then formally reduced in an unpredictable (and hence,
irregular) way which cannot be captured by a regular Word-Formation Type. Such a change
then necessarily takes place in the Lexical Component.

14. Iconicity

14.1. In the following paragraphs I will attempt at outlining the OT approach to the much-
discussed problem of iconicity (for example, Mayerthaler 1977, 1981, Dressler 1977, 1981,
1982, Dressler et al. 1987). An ideal case of constructional iconicity in word-formation is one
in which a new meaning is represented by a specific morpheme: “An icon is established as in
the sign read-er. There is a diagrammatic analogy between semantic and morphotactic
compositionality (or transparency). Let us denote semantic compositionality with (A+B) and
morphotactic compositionality with (a+b) [...] Then we can say that A, the meaning of read, is
represented symbolically/conventionally by a = E[nglish] read-, B, the meaning of agency, by
b = suffix —er” (Dressler et al. 1987: 102). This account is based on the binary principle in
describing complex naming units. Here, as already indicated above, one can see a substantial
difference between the OT and the generative approaches. A complex word, such as
structuralization has been traditionally generated in three steps, each including two
constituents, which may be represented by labelled bracketing in:

(((structurex + -alp)a + -izey)y + -ationn)x

All of the structural constituents are bilateral signs, thus representing an ideal case of
constructional iconicity in word-formation. On the other hand, OT forms this naming unit in a
different way. It proceeds from conceptual representation through semantic one towards
formal representation, and the bilateral units are introduced by the FMAP principle at the
onomatological level. By implication, unlike the generative treatment, structuralization is
formed within a single step by matching the morphemes (stored in the Lexicon) with the
semes of the onomasiological structure. From this point of view, an ideal case of iconicity
(diagramaticity) is one in which all constituents of the onomasiological structure are matched
with corresponding morphemes. It is Onomasiological Types I and IV which meet this
requirement. For convenience, let us reintroduce the examples:

Obj - Act - Ag
truck drive er
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Obj] « Act
stage manage

Onomasiological Types II and III are less iconic because either the determining or the
determined constituent is left unexpressed. No iconicity can be found in OT V, ie.,
onomasiological recategorization (conversion). Interesting cases in terms of iconicity are
represented by the so-called exocentric compounds, blends, and back-formations.

14.2. As envisaged above, exocentric compounds are generated in two steps, with the first
step postulating the morphematic representation of the onomasiological base. From this point
of view, these naming units mostly fall within Onomasiological Type III. What, however, one
encounters in a language is a significantly curtailed naming unit stored in the Lexicon, with
no morphemes representing the onomasiological base and the determined constituent of the
onomasiological mark. Similar considerations apply to blends. While iconicity is fairly high at
the word-formation stage, it disappears in the subsequent stage.

While conventional approaches to back-formation face anti-iconic subtraction, the OT
treatment avoids the anti-diagrammatic coining technique, and works with full iconicity in
cases like stage-manage (Type IV) and stage manager (Type I).

14.3. The traditional word-formation process of conversion deserves an extensive explication,
in particular with regard to the conception of zero-derivation. Since the new, converted
meaning is not represented by any surface morpheme one might speak of zero iconicity.
Nevertheless, the postulate of theoretical zero might be interpreted as an attempt to introduce
iconicity into this word-formation process. This kind of iconicity might be labelled as
“phantom iconicity”. In the following, therefore, I will briefly discuss the adequacy of
“phantom iconicity” introduced through a zero morpheme into English morphology. The
notion of zero morpheme has primarily been used in inflectional morphology. Therefore, to
understand the background of the introduction of a zero morpheme into conversion and its
role in it, I find it useful to give an account of its position within English inflectional
morphology. The conclusions I will arrive at are equally applicable to generative models of
“phantom iconicity” of zero-derivation.

The plural of nouns will be used here as a case in point. The regular plural has three
allomorphs /-s/, /-z/, and /-z/. There are also other means of forming plural nouns, including -
en (oxen), stem vowel alternation (goose — geese, mouse — mice), and identical forms for sg.
and pl. (sheep, fish). The first group does not require any comments. The plural meaning is
based on the contrast based on the absence of a formal element in sg. and its presence in pl.
The second case does not pose any problems either if accounted for as internal modification,
or vowel alternation. Which zero-based options are available to the case of sheep-sheep?

The first one is based on the contrast between sg. and pl. In this particular case it is the
contrast between sg. without any morpheme expressing this grammatical meaning, on the one
hand, and pl. which also lacks any overt representation. If we wish to contrast these two
grammatical meanings, we can do it in the following way:

(1) We can assume that sg. has no inflectional morpheme while pl. is represented by zero,
which would introduce a contrast between the absence of any inflectional morpheme and the
presence of a zero form of an inflectional morpheme. This introduces a theoretical contrast
between the presence and the absence of an abstract component. This option poses the
question of the adequacy of introducing zero to basic forms I do not think this to be an
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appropriate approach simply because the basic form (nominative sg. (N), present tense (V),
positive (Adj), etc.) serves as a reference form, as a contrast-establishing form. It is the
unmarked member of any contrastive relation. It embodies the grammatical meaning via its
status of being a fundamental form. Hence, zero would be redundant, superfluous with
respect both to the grammatical meaning (sg) and form (unmarked member). A similar
position is taken by Haas (1974: 47) who emphasizes that the pl. suffix contrasts with its
absence, and not with zero in sg.. Moreover, Haas maintains that “while an overt element may
have its distinctive value established by contrasting either with overt elements or with zero,
zero itself can contrast only with an overt element, never with acoustic zero. To suppose this
would make nonsense of the notion of contrast”.

(i1)) We can assume that sg. is represented by a zero morpheme. By implication, the contrast
can be achieved by introducing another zero with the meaning of plurality. Or, possibly, we
can postulate that sg. zero is replaced by the plural one.

Obviously, this theorizing, in effect a double zero morpheme, develops the binary structure
principle to absurdity.

(ii1) There is one more possibility to establish a contrast of zero plural, in particular, if pl. zero
is contrasted with overt plural morphs /-s/, /-z/, /-z/, /-an/ rather than with the sg. form. This
approach follows from the premise that zero is justified by its functional identity (synonymy)
and formal contrast with other plural morphs or stem alternations. In fact, this conception is
based on the double-contrast principle involving the contrast between sg. And pl. forms and
that between synonymous formal elements expressing the meaning of plurality. This principle
complies with two basic postulates set out by Bloch (1947) and Haas (1974), respectively:

(a) one of the alternants of a given morpheme may be zero but no morpheme has zero

as its only alternant;
(b) zero itself can contrast with an overt element, never with acoustic zero.

By implication, the existence of zero is preconditioned by the existence of other elements with
which it could enter into contrastive relations. These conditions seem to be correct, however,
with certain reservations. The contrast of functionally synonymous means can be theoretically
established without introducing a zero morpheme, in which case it would be based on the
presence vs. absence of an inflectional morpheme: {-s, -z, -z} — {on} — {umlaut} — {zero
morpheme} establish the same functional contrast as {-s, -z, -z} — {an} — {umlaut} —
{absence of an inflectional morpheme}. Thus, this way of introducing zero does not seem to
be acceptable either. It is not the contrast between functionally identical forms which is
significant. Rather we need a contrastive relation between the basic form and other forms
of the respective paradigm. One can draw an important conclusion from these
considerations: In a two-member system, in which the basic element is unmarked, zero
morpheme has no justification.

Another important implication is that this issue should be treated at the system level of a
respective grammatical category. It cannot be reduced to the subsystem level (e.g., the
relations between allomorphs, or synonymous grammatical morphemes expressing the
particular category). Contrast is one of the universals of language: the articulatory-acoustic
contrast between phonemes, the contrast between both formal and semantic facets of signs,
the contrast between naming units, the contrast between various intonations, etc. Contrast
delimits mutual positions of the individual elements in the structural relations within a system.
Grammatical categories are also built up on contrast: sg. vs. pl., present tense vs. past tense,
positive vs. comparative/superlative, case contrasts in synthetic languages, etc. Various
possibilities of expressing a grammatical meaning, plural in our example, are—in regard to
the fundamental contrast—irrelevant, or secondary. For illustration, let us take phonemes. The
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contrast between, for example, /p/ and /b/ is primary, the relations between various allophones
of /p/ and /b/, respectively, are secondary in view of the basic function of phonemes—their
capacity to distinguish the meaning of words. While the contrast between sg. and pl. can be
called categorial contrast (the category of number) the relations between the individual
synonymous morphemes within one and the same category can be labeled as allocategorial
contrast. It follows from the previous account that the latter is not relevant for our purpose.

To summarise, phantom iconicity introduced through a zero morpheme has no justification in
a binary system the basic form of which is unmarked. This is the case of generative approach
to word-formation. As soon as a theory of word-formation is proposed which does away with
the binary structure the reasons for postulating zero-morpheme, and—consequently, for
introducing the phantom iconicity—disappear.

15. Advantages of the Onomasiological Theory

The advantages of the proposed onomasiological method of research into word-formation can
be briefly summarised as follows:

(1) Word-formation is given the status of an independent, full-fledged component
characterised by its independent field of activity and specific rules of operation. It is treated
on a par with other language system components; i.e., with syntax, inflection, and phonology.

(2) The method dispenses with the traditional word-formation processes (prefixation,
suffixation, compounding, conversion, back-formation, and blending) by putting the
generation of all naming units on a uniform basis. This makes it possible to avoid a number of
serious problems connected with various versions of the Level Ordering Hypothesis (Siegel
1979, Kiparsky 1982a, 1982b, 1983, 1985, Mohanan 1982, Kaisse / Shaw 1985, etc.).

(3) Morpheme is uniformly and consistently treated as a bilateral unit, as opposed to some
other approaches in which it is an ambiguous unit of language: sometimes a pure form,
sometimes a meaningful unit. This fact allows me to maintain the hierarchical structure of
linguistic planes, with smaller units representing building blocks out of which higher level
units are formed.

(4) The theory refers to the pragmatic naming needs of a speech community within the theory
of word-formation itself, which makes it possible to do without the principle of
overgenerating morphology, and its related notions, like possible naming units, lexical gap,
etc.

(5) Word-Formation Rules (called Word-Formation Types here) are—unlike the previous
linguistic tradition—considered to be as productive as the rules of syntax and inflection. They

are regular and predictable.

(6) Computation of word-formation productivity is not limited to affixation; it allows for
relating various Word-Formation Types of any structural composition.

(7) The theory is not bound by the Binary Branching Hypothesis.

(8) The theory offers a new explanation of the so-called “exocentric compounds”, bracketing
paradoxes, and other issues of word-formation.

I am far from pretending that the theory outlined here is a panacea for all the problems that
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have emerged in word-formation since 1960. Rather, the onomasiological theory should be
envisaged as a viable alternative to the prevailing mainstream generative theories. Moreover, |
hope that this article will give rise to a fruitful discussion regarding various aspects of
onomasiological theory, because discussion remains the main driving force in any field of
research.
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Abstract

Word-formation is seldom seen from a cognitive and onomasiological angle. Exceptions are the works by Pavol
Stekauer and articles by Andreas Blank and Peter Koch. This paper evaluates these contributions and their most
relevant points and suggests some further additions to the respective theories. As in Stekauer’s theory, the
approach presented here assumes that a speaker’s mind passes five levels in the name-giving, or word-finding,
process: (i) the conceptual level (analysis of the concept), (ii) the semantic level (structuring of the semantic
markers), (iii) the onomasiological level (“naming in an abstract sense”, i.e. selecting the iconyms), (iv) the
onomatological level (“naming in a concrete sense”, i.e. selecting the morphemes), (v) the morphonological level
(concrete realization respecting a word’s inherent morphonological rules). At the onomasiological and
onomatological levels, speakers can select from 16 different word-formation types (Stekauer’s 5 types have been
supplemented here): conversion (syntactical recategorization), simplex composites (e.g. lion-hearted), complex
composites (e.g. truck driver), mark-absence composites 1 (e.g. driver) and 2 (e.g. hatter), base-absence
composites (e.g. redskin), copulative composites (e.g. deaf-mute), ellipsis, clipping, acronym, contamination
(e.g. brunch), back-derivation, reduplication, morphological recategorization, word-formation in connection with
borrowing (pseudo-loans like telephone, loan-translation like Fr. gratte-ciel from E. skyscraper or loan-
renditions like G. Wolkenkratzer, literally “cloud-scraper”, from E. skyscraper), clarifying (or post-classifying)
composites (like hound dog), and folk-etymology. With some types formal-aesthetic aspects seem more relevant
than salient conceptual aspects.

1. Introduction

At the beginning of each onomasiological approach is a concept that you want to name. You
either (a) choose an already existing name for the concept or (b) you choose to create a new
synonym or (c) it may also be that the concept is so new that it has not even been given a
name yet. As to (a) and (b) two conversational principles that have been felt to be relevant for
linguistic change have been playing an important role for a score of years now: the so-called
efficiency principle and the so-called expressivity principle (cf., e.g., Geeraerts [1983] or the
summarizing work by Blank [1997a]). At any rate, in cases (b) and (c) the speakers need find
a suitable motivation, an iconym as Alinei (e.g. 1995, 1997) has called it, for the new coinage.
This means that you have to analyze the concept (into salient aspects): you may see the
elements it consists of (partiality), you may see what it looks like compared to other things
(similarity), you may see what it does not look like compared to other things (contrast), you
may see other concepts that the concept to be named is related with (contiguity) or you may
see the relation to other words in the same conceptual field (taxonomic relations).” Koch

' T wish to express my gratitude to Pavol Stekauer for commenting on an earlier draft of this paper. I would

also like to thank my colleague Miller Jones for his linguistic and stylistic comments.

Some of these principles remind us of the terms synecdoche/pars pro toto, metaphor, contrast and metonymy,
which, however, have to be placed into the realm of semantic changes only. The associative principles of
“similarity” and “contiguity” in connection with semantic shifts were first investigated by Roudet (1921),
whose assumptions are the basis for Blank’s (1997a) model, in which the principle of “contrast” has been
added. In recent literature (cf. Blank 1997a), synecdoche/pars pro toto has no longer been separated from
metonymy, since the delimitation seems fraught with extreme difficulties. Koch (1999b), e.g., sees both as
elations within a frame (on frame theory cf. Fillmore 1975, 1985). However, in some cases two concepts
within a frame are mingled and in some cases the “frame heading”, as it were, and a concept within this
frame are mingled. I will see the first as contiguity/metonymy and the second as partiality/synecdoche, which
is similar to Bredin’s (1984) nomenclature that synecdoches have to do with structural relations, while



56

(2001) further subdivides these principles into seven cognitive-associative relations:
contiguity (i.e. relations within a conceptual frame; he also calls these conceptual hierarchies
engynomies in order to distinguish them from taxonomies), metaphorical similarity,
taxonomic similarity, taxonimic superordination, taxonomic superordination, cotaxonomic
contrast, and conceptual contrast. When trying to find a name for a given concept the speaker
not only has to select from cognitive possibilities, but s/he also has to select from formal
possibilities to transfer these associations into actual sound: basically s’he may either (a) take
an already existing word and give it a new meaning (i.e. semantic change), (b) borrow an
already existing word with the same meaning from another dialect or language (loan-word),
(c) coin an entirely new lexical item, or (d) form a new word from already existing material
(word-formation); the speech community may also use a combination of these possibilities.’
For illustration I will take Alinei’s (1995, 1997) example of the terms for GLASSEs in various
languages and Dirven/Verspoor’s* (1998: 54f.) example on the terms for the CELLULAR PHONE.
For crasses we find the terms E. glasses (associative principle: partiality; formal type:
semantic change), Fr. lunettes (literally “little moons”; similarity; word-formation), It.
occhiali (literally “things belonging to the eyes”; contiguity; word-formation), G. Brille (from
Fr. briller ‘shine’; partiality; borrowing). For ceLLuLar pHONE We find AmE cellular (phone)
(partiality; word-formation); BrE mobile phone (partiality; word-formation) or carphone
(contiguity; word-formation), Fr. portable (partiality; word-formation/semantic change?”), G.
Handy (meaning “[portable in the] hand”; partiality; (pseudo-)loanword)®. While the topic of
semantic change has been seeing a cognitive and onomasiological revival in recent years (cf.
especially Blank 1997a), it is astonishing, though, that hardly any theoretical, general attempt
has been made to view word-formation as a forming process, as an active process, in other
words: as an onomasiologically and cognitively relevant phenomenon.’

Word-formation did not start to be considered a separate branch in English linguistics until
the pace-setting work from the pen of Hans Marchand (1960, 2nd ed. 1969).® However,
Marchand’s book as well as other frequently cited basic works such as the ones by Lees
(1960), Adams (1973), Halle (1973), Lieber (1981, 1992), Kastovsky (1982), Hansen et al.
(1982), Bauer (1983) and Anderson (1992) share the feature of focussing primarily on the
analysis aspect and neglect or exclude the synthesis aspect, i.e. the active process of forming
proper. Exceptions are Jackendoff (1975) and Aronoff (1976). But in these (sometimes
mathematics-laden) works from the realm of generative linguistics the extralinguistic concept
is more or less ignored. All these theories and approaches’ have in common that diachronic
facts, i.e. historical processes, are not taken into account where this seems valuable. The same
defaults can be observed within other philologies. It was only in 1998 that Pavol Stekauer
rang in the cognitive, “onomasiological turn” in word-formation,' even though Andreas

metonymy is based on extrensic relations; but a more detailed discussion of this issue must be reserved for
another occasion.

For a more detailed survey on these various formal possibilites cf. Zgusta (1990). The variety of name-giving
possibilites is already remarkably presented by Whitney (1867, Chapter 3, and 1875, Chapter 8).
Dirven/Verspoor’s book is a good introduction to linguistics from a cognitive and onomasiological viewpoint
(cf. Grzega [forthcoming]).

We will come back to this problem later.

The comparison of such possibilities is not only relevant as to single new objects, but sometimes also as to
the development of an entire lexicon, as can currently be demonstrated with the establishment of a standard
variety for the five Dolomitic Ladin dialects in South Tyrol (cf., e.g., Grzega 2000b with a study of concrete
problems).

The onomasiological importance of word-formation within a specific word-field, namely trees and fruits, has
been dealt with by Koch (1999a).

despite the already very valuable early work by Koziol (1937)

Except for Hansen et al. (1982) the theories of the authors mentioned are summarized and evaluated in the
comprehensive survey by Stekauer (2000). A rich bibliography of works on English word-formation until
1972 is offered by Stein (1973).

Cf. also the preliminary works by Stekauer (1992, 1996). A concise illustration of his onomasiological theory
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Blank (1997b) had lectured on word-formation from an onomasiological viewpoint on the
occasion of the International Congress of Linguists one year earlier—with particular focus on
Romance examples. These two linguists as well as a few thoughts of Dirven/Verspoor (1998)
and Koch’s (2001) three-dimensional grid for lexical diachrony shall be discussed in the
following sections. Their ideas will be evaluated and, if need be, also be complemented in
order to enable the integration of word-formation into a larger project of historical
onomasiology that [ am carrying out at present.

2. Approach by Pavol Stekauer
2.1. The Elements of Stekauer’s Theory

For Stekauer'' word-formation is about “productive, regular, and predictable
onomasiological and word-formation types producing motivated naming units in response to
the naming needs of a speech-community, by making use of word-formation bases of
bilateral namings units and affixes stored in the lexicon” (Stekauer 1998: 33, his emphasis;
similarly stated already in 1996: 113). These naming units, according to Stekauer, have a
purely lexical function; in contrast to the generative grammatical claim, there is no link
between word-formation and syntax.'?

According to Stekauer a word-forming, or word-finding, process consists of five levels: (1)
the conceptual level, where the concept to be named is analyzed and conceptually categorized
in the most general way (i.e. “SUBSTANCE, ACTION (with internal subdivision into
ACTION PROPER, PROCESS, and STATE), QUALITY, and CONCOMITANT
CIRCUMSTANCE (for example, that of Place, Time, Manner, etc.)” [Stekauer 2001: 117),
(2) the semantic level, where the semantic markers or semantic components are structured,"
(3) the onomasiological level, where one of the semantic components is selected as the
onomasiological basis (representing a class like agent, object, instrument etc.'*) and another as
the so-called onomasiological mark of this basis (the mark can further be divided into a
determining constituent—sometimes distinguishing between a specifying and a specified
element—and a determined constituent),” (4) the so-called onomatological level (with the
Form-to-Meaning Assignment Principle [FMAP]), where the concrete morphemes are
selected,'® (5) the phonological level, where the forms are actually combined, respecting
morphological and suprasegmental rules.

is presented in Stekauer (2001) and Stekauer (2000: 1-28).

I will mostly quote from Stekauer (2001), since this article as a publication in an internet journal can be
accessed very easily. The passages cited can also be found —partly in the same wording—in other
contributions by Stekauer (cf. bibliography).

Problematic cases such as sit-around-and-do-nothing-ish or leave-it-where-it-is-er are solved as follows: “the
Lexical Component cannot fulfil its typical function of feeding the required word-formation bases to the WF
Component for the simple reason of not having them in stock. Therefore, the Lexical Component mediates
the required material from Syntax” (e.g. Stekauer 2001: 26). For a counter-view cf. Hansen (2000: 173f.).
The structuring of semantic markers from an onomasiological point of view is also in the center of a recent
article by Horecky (1999).

Cf. also Beard’s (1995) assumption that there exists a series of universal supralinguistic cognitive categories
(such as “Subjective/Agent”, “Objective”, “Instrumental”, “Locational”, “Diminuition”, “Augmentation”
etc.). These categories, as Stekauer (e.g. 2001: 3) rightly underlines, must not be mixed up with the
distinction between nouns, verbs etc. The category “action”, for instance, can be expressed by nouns as well
as verbs, the category “quality” by nouns, adjectives, or verbs, etc.

Stekauer (e.g. 2001: 4) paraphrases this as “naming in a more abstract sense”.

Stekauer (e.g. 2001: 4) paraphrases this as “naming in a more concrete sense”. It means a selection from the
possibilities of expressing, for example, “Agent”; in English this can be expressed by man, -er, -ist, -ant etc.
This also means that synonymy, which can be explained through a diachronical approach, is also natural in
word-formation.
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Stekauer distinguishes five types of word-formation processes: (a) the “Complete Complex
Structure (CCS)”, which formally shows all three constituents—onomasiological base,
determining constituent, determined constituent—, e.g. [[truck] [drive]]-[er]; (b) the
“Incomplete Complex Structure R (ICSR)” (with R standing for °‘right’), where the
determining constituent is not represented in the form, e.g. [lock] [pin], [drive]-[er]; (c) the
“Incomplete Complex Structure L (ISCL)” (with L standing for ‘left’), where the determined
(actional) constituent is not represented in the form, e.g. [hat(t)][er]; (d) the “Simplex
Structure (SS)”, where the onomasiological mark cannot be split into a determining and a
determined part, e.g. [lion-heart][ed] (lion and heart are the specifying and the specified
element of the onomasiological mark, but not the determining and the determined constituent;
cf. Stekauer [1998: 89]); (e) the “Onomasiological Recategorization (OR)”, which is called
conversion or zero-derivation in the traditional terminology.

Since the terms /CSL/eft] and ICSR[ight] are very Anglocentric (and probably Slavocentric),
I suggest speaking of “ICS2” (“Incomplete Complex Structure 2”) and “ICS1) “Incomplete
Complex Structure 1”. It may be added that not even in English is the “determinant™ always in
first position as shown by the type pickpocket (which may be influenced by French, e.g.
coupe-gorge; cf. Marchand 1969: 381) or by a form like center of attraction (vs., e.g.,
detention center) with a formative element of"’.

2.2. “Conversion”/“Onomasiological Recategorization”

The last type that was mentioned here, “Onomasiological Recategorization”, is especially
important to Stekauer; he even dedicated an entire book to it (Stekauer 1996). Stekauer (cf.
especially 1996: 23-43) views the process traditionally called conversion as a pure
restructuring on the conceptual level and pronounces himself clearly against the theory of a
zero-suffix, a theory that is often found in traditional literature (cf., e.g., Marchand 1969 and
Bauer 1983). Cases like e-mail—to e-mail can thus not be explained on the formal level. The
theory of a zero-suffix only makes sense, according to Stekauer (1996: 29, 38), when there are
“true” suffixes with the same function. Otherwise we would also have to postulate a zero-
suffix as a singular morpheme, and cases like sheep, would have to be interpreted as cases
with a double zero-suffix or as cases where a singular zero-suffix is replaced by a plural zero-
suffix. However, only with a minority of so-called conversions do we find variation with
“true” suffixes; a good example is cheat (sb.), where a formation cheater is also imaginable
(cf. the pattern write—writer). Other examples are less supportive of the zero-suffix theory.
Thus, Stekauer writes that when we compare clean - clean and legal - legalize that a form
*cleanize 1s impossible, because -ize can only be attached to Latinate elements. But then, one
could also reply that in- never precedes stems of Germanic origin (un- can be attached to both
inherited and borrowed word-stems). Nevertheless, his argument must not be ignored in
general. Stekauer (1996: 40) still adds further arguments against the zero-suffix theory:
“derivational morphemes can occur in word-formation either as allomorphs (e.g. -er, -or, -ar
for agent nouns), or as homonymous morphemes whose word-formation meaning differs (-er,
meaning ‘Agent’, -er, meaning ‘Instrument’)”. But Stekauer (1996: 40) continues: “In the
case of zero word-formation morpheme, the first, above mentioned, possibility must be
rejected. A zero morpheme cannot be an allomorph of, e.g.[,] the suffix -er because it—if
conceded—functions as a parallel meaningful unit to a number of other suffixes. Moreover, it
lacks any formal relations to the would-be allomorphs”. To me, the similarity does not seem a
pre-condition for allomorphic relationship (cf. more and -er as allomorphs of the
comparative). As to the equivocal nature of a postulated zero-suffix one could object that
there are simply several homonymous zero-suffixes. But Stekauer (1996: 40) writes:

17" On this cf. also Section 6.1.
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“this yields scores of homonymous zero morphemes because one and the same zero cannot cover all,
semantically very different functions, e.g. Agent (cheatn.v), Quality as a result of Action (cleanav)[,]
Time of Action (timenv), Object of Action (insertvn), Objectification of Action (experimentn.v),
Directional nature of the Object of Action (contourx.v), Instrument of Action (switchn.v), and dozens of
others.”

Here we could reply, though, that some of the functions could surely be subsumed in a more
general way. Nevertheless, we must not underestimate the polysemy of some suffixes
(including their metonymical and metaphorical functions)—cf., e.g., the very different
functions of -er in teacher, villager, drawer, toaster, best-seller. However, Stekauer’s
arguments cannot be totally invalidated and all include aspects that, in sum, do indeed support
his objection against the zero-suffix theory to a certain degree.

To Stekauer, the process of conversion is the following. The first basic feature is the
conceptual recategorization: “Thus, for example, databank represents a SUBSTANCE. When,
however, conceptually recategorized, it becomes an ACTION; experiment expresses a
PROCESS—after recategorization it refers to an ACTION PROPER”. With fo dance and
dancer we could equally well speak of a recategorization (on the basis of the associative
principle of contiguity) from ACTION to AGENT OF ACTION, of course in combination
with a formal change. It seems as if Stekauer focusses too much on the word instead of the
concept. Therefore, the basic feature of conceptual recategorization doesn’t suffice to
characterize conversion. Stekauer’s second feature is the non-analyzable onomasiological
level, which Stekauer (e.g. 2001: 17) explains as follows: “the onomasiological connective, as
an expression of logical-semantic relations, does not relate the base and the mark; rather, it
relates the motivating and the motivated conceptual categories” (similarly Stekauer 1996: 48).
This is convincing and, once more, shows the similarity of this process with semantic
changes, which also take place without formal changes. The third feature is the change of
word-class, which, for Stekauer (e.g. 2001: 18) is a strong argument against the assumption of
a zero-suffix: “While suffixation can be divided into class-changing and class-maintaining, all
new coverted coinages—irrespective of considerable semantic differences—behave equally in
this respect: all types of conversion are class-changing” (similarly Stekauer 1996: 47). Here,
one could argue that the zero-suffix simply belongs to those suffixes that change the word-
class (just like synonymous “true” suffixes). Plus, we may ask whether the problem of a
change of the word-class is not only a problem of languages that have word-classes. And we
may then ask whether “conversion” should be distinguished from semantic change at all'®. If
Hockett’s (1976: 23) observation is true that all languages have at least a “major form-class
distinction reminiscent of ‘noun’ versus ‘verb’ [...], though not always at the same size-level”,
then we may keep the distinction between “conversion” and semantic change. It is then the
only criterion so far. Another important feature according to Stekauer is the
phonological/orthographical identity between the original form and the converted form
(which, again, yields no basis for differentiationg between “conversion” and semantic
change). Stekauer (e.g. 2001: 20) criticizes Marchand for his alleged natural definitions:
“Marchand’s definitions of whistley.n ‘forcing the breath through the teeth or compressed lips’
vs. ‘instrument used for whistling” do not appear to be more natural or obvious than the
following pair: ‘to use a whistle’ vs. ‘an instrument operated by air expelled from lungs’."
Well, it seems logical, and therefore indeed natural, to suggest that ‘forcing the breath through
the teeth or compressed lips’ must be the primary sense, whereas ‘wind instrument’ is
secondary and ‘to use a whistle’ must be tertiary (no use of the instrument without the
existence of the instrument). But I would argue that for an onomasiological approach

'8 Tournier (1985: 48) also groups conversion and semantic change (which he calls “métasémie™) under the
same category of “semantic neologisms”.
' Similar criticism was already raised in Stekauer (1996: 130).
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diachronic facts must be regarded as decisive®. Stekauer’s (2001: 20) second point of
criticism that “[c]ontrary to Marchand’s assumption (1955: 172) it is possible to ‘saw without
a saw’ just as it is possible to hammer without a hammer” can be refuted by the help of
prototype theory. Sawing and hammering without a saw and a hammer seem just peripheral,
or metaphorical, members of the respective categories. After all, even Stekauer (e.g. 2001: 21)
admits:

“in the vast majority of cases, this way of determining the ‘derivational’ relations resembles the ‘familiar’
chicken-or-egg problem [....]. Therefore, the only way out seems to consist in the complementary effect
of a multiplicity of criteria, including the criterion of extralinguistic subsequence, diachronic data, formal
criteria (like stress pattern), morphosyntactic effects [...], structural relations (combinability with affixes),
etc.”

Nevertheless, diachrony is far too often neglected, and this seems to me the most vulnerable
aspect in Stekauer’s theory. This is plainly visible in his own example of milk, the evolution
of which he sees as milk ‘liquid substance given by a cow’—milk ‘to obtain milk from a
female mammal’. A look at the historical facts shows that we are not dealing with a case of
conversion, but with one of derivation; from the noun milc (according to the OED recorded
for the first time around 900) speakers derived a typical denominal weak verb of class 1,
milcian, (according to the OED recorded for the first time around 1000). Besides, we may
wonder whether today we would coin, for a still unnamed concept ‘to get milk out of a cow’s
udder’, a form to milk or whether a new form to milk would not rather serve to denote ‘to give
milk’, ‘to use milk’, or ‘to add milk’; many conversions—at least those between nouns and
verbs—seem to express ‘making’, ‘using’, ‘providing’ or ‘directional/locational’ relations.
Thus, we have “true” conversions of milk in to milk the tea, to milk one’s lamb [of a cow],
and to milk the bottles.* There are even cases of re-conversions, e.g. handbag [object]—to
handbag [action]|—handbag [process].

In Stekauer’s theory a few cases are problematic, because they do not show total phonological
identity, e.g. abstract (sb.) vs. abstract (adj.). Tournier (1985: 174) speaks of “quasi-
conversions” here. In these instances Stekauer (1996) takes historical facts into account and
comes to the following result:

“The employment of a diachronic method resulted in the division of examined material into two groups:
genuine conversion pairs, on the one hand, and etymologically excluded pairs, on the other. [....] It is only
the first of them which results from a word-formation process (conversion), while the identical
orthography of the pairs of the latter group resulted from a historical convergence of two, originally
independent, forms. [....] conclusion: there is basically no difference in the phonological behaviour, or
properties, between the two groups in question. From this it follows that the phonological differences
between the converting and the converted words of any conversion pair have not been predetermined by
any specific word-formation (i.e. conversion-specific) rules. On the contrary, all these differences follow
the general tendencies rooted in the word-class of the particular members of a conversion pair [....]: they
are not meaning-constituting devices, but only devices that may function as meaning-distinctive ones”
(Stekauer 1996: 93f.; his emphasis).?

This view, however, appears a little simplistic to me and seems to be thought of as an
auxiliary contrivance to be able to defend the thesis of a hundred-percent regularity and

2 As a matter of fact, according to the OED, ‘instrument’ is already recorded for ca. 950, ‘breathing’ only for

‘1050’ (by accident?). The sense ‘using a whistle’ is not attested before 1530.

It seems as if all of Stekauer’s (1996: 104ff.) examples can equally be subsumed under these few major
relations. Stekauer himself, however, refrains from such a narrow limitation and says: “The number of
possible meanings of new converted meaning units is limited by the number of actual meanings of a
potentially polysemantic motivating naming unit, and the number of potential onomasiological connectives
(logical and semantic relations) between the motivating and the motivated neaming unit” (Stekauer 1996:
100).

Tournier (1985: 180), too, points out that there may be “pseudo-conversion” because of double borrowing.
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predictability of word-formations. In general, I accept this thesis, but I don’t consider
Stekauer’s wording very efficacious, since the consequence is that many word-formation
processes are not viewed as such or are—as in this case—misinterpreted. I will delve into this
problem in more detail below. First, a few more fundamental thoughts on conversion shall be
added here. In an onomasiological approach, the starting-point should always be the concept
to be named. The concept gets analyzed, and salient features and associations (similarity,
contrast, contiguity, partiality, taxonomic relations) are activated in the mind. Then the
speaker, or the speech community, selects from the repository of productive word-formation
possibilities and discovers that, particularly with contigual associations, there is also the
possibility of selecting, without any formal modification, a word that is used in a different
syntactical position, but typically in a frequent paraphrase for the concept to be named. From
the paraphrase to write an e-mail or to use e-mail the speaker “takes out” the rhematic, salient
part and gets fo e-mail. Out of the instrument for whistling the speaker makes a whistle and
from to use a whistle s/he forms a new fo whistle. The occasional shift in the stress pattern is
explanable through the synchronically different model patterns (which, in return, are
themselves explanable by a diachronic study, e.g. through the loss of inflectional suffixes with
the borrowing of Gallicisms).

Besides, I do not want to ignore the fact that some words are certainly converted rather
subconsciously, e.g. fun. The starting-point is the choice of saying That’s funy! and That’s
funny.! without a difference in meaning. The noun and the adjective take the same
syntactical position here. Therefore it can happen that word-class boundaries are blurred and
that in the formation of a comparative fun is treated like an adjective. At least in the US,
That’s even funner! or That’s a fun thing to do! can be heard (at least in some regions), so that
future lexicologists may add a new sub-entry fun,q;. to their dictionaries.

Stekauer (1996: 115ff.) also deals with the typically English feature of converting proper
names. In Clark/Clark’s (1979) standard sentence My sister Houdini’d her way out of the
locked closet, for instance, the verb fo Houdini has to be understood as ‘to escape by way of a
trick’. A salient feature of the name-giving person serves to denote the same feature of other
persons. In contrast to other denominal verbs, the hearer can only decode such sentences and
forms when provided with the relevant encyclopaedic knowledge.

One particularity hasn’t been mentioned so far. It may be that a word is obviously not fully
conversed, i.e. that it doesn’t adopt all features of its new word-class, e.g. the poor (instead of
*the poors). Tournier (1985: 174) speaks of “partial conversion” here. I, on the contrary,
would prefer to categorize these formations as ellipses (e.g. from the poor [people]).

In sum, we may still wonder whether semantic change and conversion should be kept apart.
Cognitive-associative differences are absent, the formal differences are minimal and only
become visible within the surroundings of a text. However, conversion allows stress shift,
which semantic change does not (unless we newly define it that way). It is for these two
differences that the distinction between conversion (or “syntactical recategorization”, as we
may henceforth call it) and semantic change will be kept here.

2.3. “Exocentric Compounds,” “Back-Derivation,” and “Bracketing Paradoxes”

Stekauer also casts light on three other traditional “problems”, namely the problem of
exocentric compounds (cf., e.g, Stekauer 1998: 147-154), that of back-derivation (cf., e.g,
Stekauer 1998: 154-162) and the problem called “bracketing paradoxes™ (cf., e.g., Stekauer
1998: 127-142).



62

As an example Stekauer mentions the form unhappier, which would have to be analyzed as
[un]-[[happy][er]] from a morphological point of view, since the comparative suffix -er is
only added to monosyllabic and some disyllabic words. However, from a semantic point of
view, as Stekauer convincingly states, unhappier has to be interpreted as ‘more unhappy’
rather than ‘not happier’. Stekauer (e.g. 2001: 29) demonstrates how the problem can be
solved with his approach:

“Since the onomasiological theory with its FMAP [i.e. Form-to-Meaning-Assignment Principle] does not
rely on a binary word-formation structure, the problem of bracketing paradoxes is meaningless.
Moreover, the proposed approach is based on the principle that the relations in question are not
hierarchical. The members of the onomasiological structure (the base, the determining and determined
constituents of the mark, and the specifying and specified elements of the determining constituent)
function at the same level of description.”

Although the comparative form unhappier is actually a problem of morphology, not of word-
formation, the Form-to-Meaning-Assignment Principle can nevertheless solve such problems
due to the assumption that people simply select from the number of semantic markers given.

As regards the compounds that are traditionally called “exocentric”, “bahuvrihi” or simply
“pseudo”’-compounds Stekauer writes (e.g. 2001: 3; his emphasis):

“I propose to explain ‘exocentric compounds’ by a two-step process in which only the first has word-
formation relevance. The first step consists in the formation of an auxiliary, onomasiologically complete
(i.e. with both the base and the mark included), naming unit. The second step is based on mere elliptical
shortening. [...]. Therefore, this type of naming units can be analysed on a par with the underlying ‘full’,
auxiliary, version, although the latter has not come to be used (institutionalised).”

Stekauer substantiates his theory by claiming that the plural of sabertooth is not *saberteeth,
but sabertooths; therefore, we would have to depart from a shortened onomasiological base
(e.g. animal or tiger). But the plurals of the plant-name horsefoot and of tenderfoot ‘newly
arrived immigrant’ would have to be *horsefoots and *fenderfoots then, but this is not the
case (in both instances we have -feer). Therefore, it seems more suitable to assume a
combination of metonymy/pars pro toto and composition (or to say that not both elements of
the contigual relation have to be expressed in a word-formation unit). Stekauer (2001: 32)
says that his explanation “is more ‘natural’ in terms of word-formation principles and
corresponding to the psychological reality of coining new naming units,” which includes the
theory of the traditional identification-specification scheme. To me, it appears equally natural
to say that, at first, a specific salient feature of the concept to be named is selected and then
formally realized by way of compounding. Stekauer could solve the problem with his own
approach if he added a sixth word-formation structure, which could be termed “Incomplete
Complex Structure B (ICSB)”, where B stands for base and where the base is not represented
in the form.” Then the type killjoy, wagtail, catchfly would easily fit into this category, too,
even though with a reverse determination structure. This structure seems especially popular
when the possible base is semantically very vague and general, a passepartout word such as
man, thing, or animal. As regards the cognitive process, though, catchfly and redskin do not
quite fall together: in the first case the object is a catching thing, whereas in the second case
the object has a skin.**

Finally, there is the problem of back-derivation, e.g. stage-manager—to stage-manage.
Stekauer (e.g. 2001: 32) writes:

“The conceptual fallacy in traditional accounts of back-formation is that they explain the origin of a

2 1 think that this is more apt than postulating an intermediate type ICSR (cf. also, e.g., Stekauer 2001: 34).

2 In Blank’s (1997b) approach these two types are separated, as will be illustrated below.
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‘shorter’ naming unit (e.g., stage-manage) without accounting for the way in which a ‘longer’ (stage-
manager) naming unit came into existence. ‘Longer’ naming units must have been somehow coined, they
could not merely have appeared ‘out of the blue’. Moreover, the suffixes included in ‘longer’ naming
units have all the features of ‘normal’ suffixes. Therefore, I believe that both members of the ‘pairs’
related by the notion of ‘back-formation’ are generated separately.”

This, however, is not only against intuition, but also against the historical facts, which are,
once again, excluded. Of course it is correct that the speaker first goes through the conceptual,
the semantic and the onomasiological level. On the onomatological level, though, the “longer”
form comes into play as a formal model and onomatological lure. It seems inept to assume
totally separated formation filiations.

2.4. Morphemes and Morphs

A few more thoughts shall be added to Stekauer’s approach. Stekauer writes (e.g. 2001: 2):
“While Beard ‘evicted’ affixes from the ‘community’ of majors classes (N, V, A) by claiming
that—Ilike articles, adpositions, conjunctions, and some pronouns—they ‘bear no semantic
content but reflect grammatical function [...]” I find affixes to be on a par with lexemes (both
are form-meaning units)”. Here it could be replied that there are simply two types of affixes:
one with semantic function (e.g. ModE un-), the other with grammatical function (e.g. ModE
-ness). It also seems not right to say “that no naming unit can be generated from units smaller
than the morpheme, with the morpheme being defined traditionally as the minimum bilateral
sign, having its own specific form and specific meaning”. Certain expressive or
onomatopoetic words are surely based on morphs, not morphemes. A word like clash, for
instance, is on the one hand formally based on words like cl-ather, cl-ack, cl-ap etc., on the
other hand on words like d-ash, l-ash, cr-ash etc. (in clash cl- could be regarded as the
determinant and -ash as the determinatum [cf. Hansen et al. 1982: 141{f.]).

2.5. Blends and Acronyms

Since for Stekauer word-formation patterns are a hundred percent productive (and thus
regular and predictive), he excludes blends and acronyms from word-formation.” My view is
different. I see word-formations as neologisms out of material in one’s own dialect/language.
Thus, blending and acronyming, although not traditional and central word-formation
processes, fall perfectly well into this category. In any case, I do not really understand
Stekauer’s view that acronyming cannot be seen as a word-formation process on the ground
that acronyms have the same meaning as their long forms. At least, I cannot agree with this
view—or at least not with the wording. When an American calls a black co-citizen not Black
any longer, but Afro-American or African American, then a new meaning hasn’t been created
either; nevertheless everybody would regard the two new terms as a result of word-formation.
However, I do agree with Stekauer when he states (personal communication) that the two
latter examples represent the result of a fully new and independent word-formation process
passing all word-formation levels, whereas acronyms are formed on a formal level only.
Another aspect that is a little unfortunate in my view is that Stekauer pursues only Modern
English situations. For him Monday and cranberry are uninteresting for word-formation,
because Mon- and cran- are not morphemes, but rather similar to phonemes (since they don’t
carry, but only distinguish meaning). However, when these words were coined they were of
course transparent compounds/syntagms; Monan deeg was absolutely transparent in Old
English times. I would like to see the beginning of a word at the beginning of an
onomasiological theory. On the other hand, the following allegations are fully convincing.
Stekauer (2001: 8) answers to the “Chomskian claim that words which result from

2 More bluntly, blending, to Stekauer, is a two-step process, the first step being identical with compounding,

the second step (“shortening”) falling into the Lexical Component. (cf. also Stekauer 1997).
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derivational processes often depart from their ‘expected’ meaning”—like revolve vs.
[French] revolution or construct vs. [genitive] construction—that this is not part of a word-
formation process, but takes place in the lexical component of the mind. We could also say
that this is a case of semantic change, or even: collocational semantic change.

2.6. Analyzing a Few Problematic Word-Formations

At the end of the evaluation of Stekauer’s approach I want to contemplate a few concrete
problematic cases.

(1) Let us have a look at the word butterfly. According to Stekauer’s model, we would have to
view fly as the onomasiological base. The base is the element “denoting a class, gender,
species, etc. to which the object belongs” (cf., e.g., Stekauer 2001: 11). In the first case we
could at least speak of a metaphorical classification (with butter being the onomasiological
mark), but in the second? It would in my opinion be wrong to put all such cases completely
into the Lexical Component. I shall analyze butterfly as “mark + base” here.

(2) Let us now have a look at the term brimstone butterfly. Here we can’t assume a typical
three-fold distinction brimstone-butter-fly, with brimstone being the determining constituent
and butter the determined constituent. It is rather the case that brimstone specifies butterfly as
a whole. In this case, it only makes sense to assume that butterfly is the onomasiological base
and brimstone the onomasiological mark. This already seems to be covered by Stekauer’s
model, but it seems important to me to show the difference between “bi-partite” compounds
and “pluri-partite” compounds.

(3) We will now ask for the theoretical classification of skyscraper, which will also be
analyzed in Blank’s approach (cf. below). Stekauer (personal communication, 1998: 89s.)
places it, like sword-swallower, under “Complete Complex Structure™: sky-scrap(e)--er*;
however, the reader should be reminded of the aspect of similarity again (the building doesn’t
“really” scrape) and that word-formations can show the cognitive-associative relations of
similarity. Stekauer (personal communication) suggests that scrape is first semantically
shifted in the Lexical Component and then combined with sky in the Word-Formation
Component. I, however, prefer Koch’s (2001) view that word-formations can also be
triggered off by any kind of cognitive-associative relation, including similarity.

(4) After checking Stekauer’s examples there seems to be a certain “fuzziness” in the
classification as a “simplex structure” and “incomplete complex structure 2. Thus, honeybee
and policeman are put into the latter category (cf. Stekauer 1998: 10). The classification of
honeybee can of course be justified on the fact that a homney-(making) bee or honey-
(producing) bee is indeed conceivable. But what should the determined constituent of
policeman look like? Therefore, I would categorize policeman as a “simplex structure” as
well. By accident, blackbird has fallen into the group of “simplex structures”, but should
appear unter “Incomplete Complex Structure Left” (Stekauer, personal communication).

(5) The group of “complete complex structures” encompasses, according to Stekauer (1998:
95), words like speedometer and seismometer. But how is it possible to recognize a three-part
structure here? The words consist of two parts: speedo-meter (or speed-ometer) and seismo-
meter (or seism-ometer); consequently, they seem to belong to the “simplex structures”. In a
personal letter, Stekauer holds the view that the onomasiological structure of speedometer is
“meter measuring speed”. Therefore, it would probably be best to put them into the group of

%t cannot belong to the complex structures, since there is no *scrap(e)-er. Cf. the descriptions in Stekauer
(1998: 89ft.).
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“Incomplete Complex Structures L” for the moment—a suggestion which I could also agree
with.

(6) The terms screwdriver, stone crusher, gear reducer, tape reader, rope-dancer and mine-
worker all have the same formal skeleton, and the first four terms also seem to go back to the
same cognitive/semantic pattern. By accident, however, Stekauer (1998: 95) has put only the
first two terms into the class of “complete complex structure”, whereas he (1998: 90) has
listed the rest of them under “incomplete complex structure R [i.e. 1]”. Stekauer (personal
communication) corrects that the latter should also be mentioned in the first group.

(7) Cases like actor-manager and deaf-mute, which are traditionally termed copulative
compounds, don’t seem to be respected in Stekauer’s classification at all. They will have to be
grouped as a separate entry.

(8) Stekauer doesn’t mention cases like peacock, reindeer or hound dog. These are
remarkable, since the meaning of the second element is already included in the first, which
becomes especially apparent in the compound hound dog. Gusmani (1973: 51f.), too, points
out this tautology and suggests calling such formations “clarifying compounds” or
“classifying compounds”. They more or less represent the opposite of shortening. The
existence of the “shorter” word is prior to the existence of the compound. Here the five levels
of the word-finding process were not passed in the normal way. At the beginning of the
process is an unmotivated word: pea, rein, hound. If a speaker is familiar with the word he
will then immediately go to the onomasiological level. If s/he’s not, s/he passes the
conceptual and the semantic level first. On the onomasiological level, the speaker selects a
base, but not a mark, since the mark is represented by the unmotivated original word.
Therefore, on the onomatological level, only the morpheme for the base need be selected. On
the morphonological level, the original word is then morphologically treated like a mark. That
1s why it appears in first position in English, for example (hound dog, not *dog hound). We
may indeed call this group of lexemes clarifying composites, or, since the secondarily
attached element tries to motivate and classify the word, post-classifying composites.

(9) The last type of word-formation I would like to mention are cases like sparrow-grass
(from Lat. asparagus), bridegroom (from OE brydguma ‘literally: bride-man’), and nick

name (from ME eke name ‘literally: additional name’). These cases are traditionally called
popular etymology or folk-etymology. Definitions of folk-etymology may be broader or
narrower, depending on the author(s). It seems largely accepted, though, that each folk-
etymological change is triggered off by a similarity (possibly even a homonymy) of
expressions®’. There are folk-etymologies with conceptual/referential/denotational change,
and folk-etymologies without conceptual/referential/denotational change. Only the latter are
important for onomasiology. The speaker’s subconscious act—roughly spoken—is the
morphological (partial) transparency of an opaque word®. S/he does not truly search for a
name; therefore the levels of the word-finding process do not seem to be relevant. What the
speaker does, is misinterpreting the original word-finding process. The speaker assumes a
wrong selection on the onomatological and onomasiological level with the consequence that
even the elements on the semantic level (connotation and some of the semantic markers) are
newly ordered, or interpreted. Even though all this happens subconsciously, folk-etymology is
nevertheless some type of word-formation, and unless we want to see the phenomenon of re-

29 13

motivation as a separate word-coining process aside from “borrowing”, “semantic change”

7 For a different view cf. Blank (1993: 48). A more thorough discussion of the problem will follow at another

occasion (but cf. already Grzega 1998: 14f., 251f.).

% Cf. Mayer (1962: 50), Bebermeyer (1974), and Olschansky (1996: 107). Olschansky’s work is the most
comprehensive and currently most important study on folk-etymology and includes an exhaustive
bibliography.
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and “word-formation proper”, we should in fact include it here.

I would like to stress that the points of criticism brought into discussion are certainly not to
ignore the value of Stekauer’s theory. In fact, my own synthesis will very much be founded
on his OT theory. However, I wanted to show that elaboration and supplementation of this
theory are needed.

3. Approach by Andreas Blank

The late Andreas Blank has gained recognition for his cognitive approach on semantic
change, which he presented in his landmark habilitation dissertation (1997a).” But he also
tried to apply his theoretical framework to the field of word-formation (Blank 1997b). In his
approach, too, speakers first analyze a concept to be named into various elements, i.e. into
salient sub-concepts. The most salient sub-concept that is already associated with a word will
then serve as a semantic basis for word-formation. The semantic difference between the basic
concept and the concept to be named will then be bridged by adding an affix or a second sub-
concept (“co-basis”). Blank says that these relations between basis, co-basis and the new
concept are based on the associative principles of contiguity®, contrast, and similarity. As
already said, I want to add a fourth principle to these three, namely the principle of
partiality?".

In his article Blank covers compounds, affixations and conversions; acronyms, blends and
clippings are neglected here as well. Suffixations, which, according to Blank, are based on
similarity and contrast, are classified into four types: “In this case, speakers feel a noticeable
contrast between the concept to be verbalized and the prototypical conception, by attaching it
nevertheless to the prototype of the category it belongs to. Theoretically, four dimensions of
deviation can be expressed: (a) SMALLER, (b) BIGGER, (¢) worst and (d) BETTER/ENDEARING” (Blank
1997b). Blank mentions four examples from Italian: from ragazzo ‘boy’ we get (a) ragazzino,
(b) ragazzone, (c) ragazzaccio, (d) ragazzuccio. Such word-formation programs practically
do not exist for Middle English and Modern English and only to a limited extent for Old
English.** Suffixation based on contiguity is easily conceivable and also present in English,
€.g. ACTIVITY - PRODUCT: Wrife—Wwriting, ACTIVITY - PERSON: Write—writer.

As to prefixation we find examples for all of Blank’s three associative principles also in
English: (a) contiguity: modern—post-modern like Fr. guerre ‘war’—apres-guerre ‘post-war
period’, (b) similarity: large—extralarge like It. vecchio ‘old’—stravecchio ‘very old’, Sp.
falda ‘skirt’—minifalda ‘mini-skirt’ or carburant ‘gasoline’—supercarburant ‘super
gasoline’, (c) contrast: happy—unhappy. However, the view that the cases under (b) go back
to a similarity between two concepts is slightly problematic. Not the prefix expresses the
similarity, but the word-stem; the prefix rather is a marker for denoting that the concept is a
peripheral member of a category. In other words, the prefix rather expresses contrast with
regard to the prototype.

In Section 4 Blank (1997b) deals with what Stekauer calls “Onomasiological

¥ Blank’s comprehensive work is reviewed in Grzega (1999); his English examples are specifically discussed

in Grzega (2000a).

Cf. also the contribution by Koch (1999b: 157ff.), in which he also describes the process of motion as a
word-formation process relevant to Romance languages. For English as a genderless language this process is
of course irrelevant.

Blank (1997a) and others see partiality as a sub-phenomenon of contiguity; however, I want to see partiality
as a separate principle.

32 Concerning diminutives in English cf. the studies by Hoge (1901) and Rotzoll (1909).
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Recategorization™:

“An important motivation for WORD-FORMATION is the need to have a word in another word class. In
this case, the concept remains the same and there is no conceptual association at all. The change is on the
level of the lexical information. In order to change word class, speakers can use derivation or, as an
isolating device, conversion (comprising so-called ‘back-formation’ and ‘zero-derivation”).”

Blank recognizes that the cognitive phenomenon of “onomasiological recategorization” not
only applies to conversion. However, his examples are not always well chosen. Thus, we can
neither speak of conversion nor derivation in the following examples: Fr. pere ‘father’ vs.
paternel ‘fatherly; paternal’ (Latinism), Sp. atacar ‘to attack’ vs. ataque ‘attack’ (Gallicism).

In Section 5 Blank focusses on composition, within which he distinguishes five different
Romance types. The first and most typical one is based on “similarity/contrast within a
category + conceptual contiguity”, which Blank (1997b) comments on as follows:

“Traditionally speaking, we could say that one part determines the other, but I will plead here for a
different interpretation: a double conceptual relation between the new concept expressed by the
compound and the two concepts that form the compound. [....] this type of compounding is characterized
by the similarity between a prototype and a peripheral member as well as by conceptual contiguity.”

However, from an onomasiological point of view the issue should be approached in a
different way. On the one hand, the speaker classifies the concept to be named into a category,
recognizing at the same time that the concept is not a central member of the category; on the
other hand, a salient feature is extracted for the name-giving, or word-finding, process. In this
instance I would prefer speaking of “contiguity/partiality”. Examples mentioned by Blank
include: Fr. wagon-lit ‘sleeping car [literally: “bed-car”], It. autostrada ‘treeway’, Pg.
mdquina de escrever ‘type-writer’. The characteristic feature of the second type is a
combination of “similarity/contrast within a category” plus “metaphorical similarity”, where
the determinatum can be explained as in type 1, but the determinant goes back to metaphor,
e.g. ModE frogman. Type 3, “double similarity/contrast (coordinated compounds)”, is
explained as follows: “This type is characterized by the absence of determination. The
concept to be expressed shows particular deviation from the prototype of two (or even more)
categories, but doesn’t really fit into any of them” (Blank 1997b), e.g. ModE deaf-mute, Fr.
moissoneuse-batteuse-lieuse ‘combine harvester’ or It. portafinestra ‘French window’. But
why deaf-mute is said to fit neither into the category pear nor into the category MuTE is unclear
to me. Besides, the expression “particular deviation from the prototype” seems exaggerated.
Moreover, the first and second examples seem to be different from the third. In the former
two we have an addition of concepts (contiguity of features). In the third example we are
facing neither a typical door nor a typical window (contrast to the prototype of the category);
here we are dealing with a conceptual blending as in brunch, with the difference that there is
no formal blending. The fourth type consists in “integral metonymies and metaphors (called
exocentric compounds)”. While Blank correctly says that none of the word-parts refers
directly to the concept expressed nor a superordinate category, the statement that exocentric
compounds show no determination is too superficial. There is at least determination of second
degree: A salient feature of the concept is extracted and expressed by way of a determinative
composite. Among Blank’s examples there is skyscraper, which in traditional works is not
listed under exocentric compounds; in fact, a skyscraper really is an object that “scrapes”
(even if only metaphorically). Thus, the term exocentric compound is not totally synonymous
with Blank’s integral metonymies/metaphors. Integral metonymies are formalizations of a
salient feature (partiality), integral metaphors are formalizations of a salient feature that is
viewed in a metaphorical way. Blank’s last compound type, finally, is paraphrased as “double
contiguity” and seems to apply predominantly to words consisting of a verbal element and a
following noun like Fr. chasse-neige ‘snowplough’. Blank (1997b) writes: “Semantically
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these Word-formations rely on frame-relations: there is contiguity between the concept
sNowpLoUGH and the svow on one side, and between the activity of a snow-plough and the
concept To cHASE on the other, showing a salient aspect of this activity”. But a snowplough’s
activity and chasing seem to be based on similarity rather than on contiguity—a snowplough
itself can’t “chase”. Another example listed is It. cavatappi ‘corkscrew (literally: “draw-
corks”)’. Here too, the concept doesn’t “draw” by itself. Blank’s third example, Sp.
limpiabotas ‘shoeshine boy (literally: “shine-shoes™)’, fits better, as would the classical
English example of pickpocket. In sum, in Blank’s fifth type we can differentiate between at
least two sub-types.

A general problem in Blank’s contribution seems to be the strict separation of affixation and
composition—with the consequence that the underlying associations are described in a
different way. However, I agree with Stekauer that words like worker and workman have
undergone the same cognitive process and that -er and -man represent synonymous
morphemes. Or why should we interpret Sp. lavanderia as “contiguity between wash-house
and washing” (cf. Blank 1997b), but E. wash-house as “‘similarity/contrast within a category +
conceptual contiguity”? With /avanderia too the speaker surely not only sees the contiguity
between wash-house and washing, but also the similarity with other concepts whose names
bear the suffix -deria, viz. buildings (cf. Sp. panaderia ‘bakery’). Stekauer’s theory is more
comprehensive here: certain salient relations are focussed on and can be expressed by various
linguistic means. The AGENT OF AN ACTION, for instance, can be expressed by the
morphemes man, -er, -ist, -ant etc. in English. It may be mentioned that there may occur
formal affinities with certain morphemes. Thus, -ist and -ant are only attached to Latin-Greek
word-stems.

By and large, notwithstanding the points of criticism mentioned here, Blank has definitely
provided us with a valuable basic model for word-formation in an onomasiological and
cognitive view, showing that the same associative principles hold true for both semantic
change and word-formation.

4. Approach by René Dirven and Marjolijn Verspoor

Although Dirven and Verspoor’s work is only an introductory book, it offers a number of
valuable aspects for word-formation. In the section on compounds, for example,
Dirven/Verspoor (1998: 57)—following Bauer (1983: 188; cf. above)—remark that our
interpretation of compounds has to do with our cultural knowledge. From an onomasiological
viewpoint it can be added that due to this it is possible to express such prototypical relations
between two sub-concepts or sub-aspects by simply combining two stems. Moreover, the
following observation can be made: “In tennis shoes the purpose relation is clear. In horse
shoes and snow shoes the purpose relation is self-imposing, too, but the notion of ‘shoes’ has
now been extended to that of ‘a protecting or supporting structure for the feet’
(Dirven/Verspoor 1998: 58). Once again, it becomes obvious that several processes of
onomasiological/lexical creation can be combined, in this instance metaphor and
composition.*

Dirven/Verspoor (1998: 60) also illustrate how important compounds are in the development

33 The variety of associations and relations that can be expressed by just putting two word(stem)s together was

already demonstrated by Whitney (1875: 121); his general idea, though, resembles rather the theory of
generative grammar, when he writes: “Such a word [i.e. a compound] is logically an abbreviated descriptive
phrase, with the signs of relation, the ordinary inflections or connectives, omitted; the two main ideas are put
side by side, and the mind left to infer their relation to one another from the known circumstances of the
case”.
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of taxonomies, because: “If we invented a new simple form for each conceptual subcategory,
we would overburden our memory capacity and no longer have a clearly hierarchically
structured lexicon”. The author’s examples are convincing: motorway as a subtype of way,
miniskirt as a subtype of skirt, sportscar as a subtype of car and electronic mail as a subtype
of mail. However, it can be asked why there is a compound motorway as a subtype of way,
whereas other subtypes are the non-derived avenue, alley, and street. And why is there a
compound sportscar, but also van, which is formally independent of car.

Their next section is dedicated to derivation. Dirven/Verspoor (1998: 64) rightly emphasize
the fact that some types of suffixation are accompanied by metaphor and metonymy. An
example: “The agentive meaning of -er can also be extended to non-human forces and we
then have an instrumental meaning as in an eraser, a sharpener, an opener or [....] more
metonymical or metaphorical extensions of -er as in a best-seller or an eye-opener.” Another
interesting observation which is onomasiologically relevant is that “an affix will only be
applied to a particular word form if its abstract, generalized sense is compatible with any of
the senses of the word stem” (Dirven/Verspoor 1998: 63). The use of -able serves for
illustration:

“Since most things do not have inherent properties that make it possible to buy or to cut or to paint them,
their derived forms with -able are not likely to occur. But in combination with the generalizing prefix un-,
this construal becomes much more possible e.g. unbuyable paintings or uncuttable meat. Here again we
are dealing with time-stable, salient properties, since the permanent absence of a given property is
denoted” (Dirven/Verspoor 1998: 63).”

That this is not quite so simple is proven by the existence of purchasable; moreover, the OED
lists records, even if low in number, of the following words: buyable (3 times), cuttable (2
times), and paintable (4 times). The non-existence or low frequency of certain forms therefore
requires other explanations.

Dirven/Verspoor also delve into the question of the origin of affixes. Many affixes can be
traced back to a process that has become known as grammaticalization. This refers to the
process in which an originally free morpheme adopts the function (and form) of an affix. The
suffix -ful, for instance, as in beautiful or wonderful, goes back to the adjective full. This is
not anything new (cf. Whitney 1875: 122f., Paul 1920: 347ff.), but only for a few years has
this phenomenon been dealt with in a more detailed and systematic way, for instance in the
works of Elizabeth Closs Traugott (e.g. Traugott/Konig 1991, Traugott [forthcoming]). But
whereas Paul only mentions “grammaticalization” as the source of affixes, Dirven/Verspoor
seem to depart from several sources, although they don’t mention any other. I would like to
add two others: (1) the borrowing of affixes (e.g. non-, -able), (2) the (folk-etymological and
consciously playful) separation of part of a word and its use as a new affix. A good example
for this type is -aholic. Its occurrence in words such as workaholic and sexaholic cannot
simply be explained as the result of a blending with alcoholic (as done by Dirven/Verspoor
[1998: 68]); since -aholic is very productive, it is entirely justified to regard it as a full suffix.
A similar example is -burger (originally only in hamburger, which in fact is a derivate of the
city name); -wise, too, has meanwhile become a very productive suffix in English, while for
many centuries it had been playing only a subordinate role.** Furthermore, English language
history is characterized by a continuous extraction of “pseudo-suffixes” from Greek words to
serve for new word-formations. Such word elements are on the threshold between lexical
morphemes and derivational morphemes.

¥ Cf. the relevant passage in Marchand (1969: 358). Marchand also comments on the fact that several
combinations with wise are regarded as compounds since the bases also occur as simplexes: “This is correct.
But the combinations are never substantival compounds as their substantival basis would require; they are
only used as subjuncts and adjuncts. Moreover, wise is being used less and less as an independent word and
may, as a semi-suffix, one day come to reach the of F[rench] -ment”.
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Dirven/Verspoor (1998: 65s.) also analyze formations like speedometer and odometer and
regard this -o- as “infix-like element” (some also speak of “interfixes”). It seems a wise
decision not to classify -o- as a true infix. The word infix reminds us too much of affix, i.e.
morphemes, by definition units carrying meaning; this -o-, however does not have meaning. It
is better to speak of a “formative element” here. But in the second group of
Dirven/Verspoor’s examples—fan-bloody-tastic, a-bloody-mazing, kanga-fucking-roo etc.—
the elements -bloody- and -fucking- can indeed be regarded as having meaning (although not a
very clear one); at least they have an effect on the connotation of the concept named.

The process of conversion is explained by Dirven/Verspoor in the traditional way, i.e. as zero-
derivation, but they add: “Conceptually, each conversion process implies a metonymical
extension from one element in an event to the whole event: thus in to bank the place where
the transaction takes place, i.e. the bank, comes to stand for the whole of the transaction”
(Dirven/Verspoor 1998: 66f.). This is important for the expositions above. Similarly, the
authors write that back-formation is often combined with a widening of meaning.

The next paragraph is dedicated to clippings: “Clippings are forms from which a part has been
cut off. They are not always semantic innovations, but often purely formal phenomena”
(Dirven/Verspoor 1998: 67). Here it can be argued that other word-formations are not
combined with semantic innovations either. Compounds, derivations etc. can also be created
as synonyms to already existing words (e.g. African American beside Afro-American).
Finally, as regards blends, Dirven/Verspoor recognize that this process not only encompasses
a formal, but also conceptual blending: brunch is a combination of breakfast and lunch.

5. Koch’s Three-Dimensional Grid of Lexical Diachrony

Koch does not specifically deal with word-formation, but—as already indicated above—has
established a valuable grid for systemizing word-finding processes, which looks as follows
(cf. Koch 2001: 19):
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1dentity configuity metaphorical S >
sumilarity
‘zero’ 00 01 02
nuimber change 10 11 12
A wdentity contiguity metaphorical taxonomic taxonomic taxonomic cotaxonomuc conceptual
sunilarity  summlarity superordin. subordin,  confrast  contrast

‘zero’ 00 01 02 03 04 05 06 07

number 10 11 12 13 14 15 16 17
change

gender 20 21 22 23 24 25 26 27
change

diathetical 30 31 32 33 34 35 36 37
change

CONVersion 40 41 42 43 44 45 46 47

mutation 50 51 52 53 54 55 56 57

suffixation 60 61 62 63 64 65 66 7

prefixation 7 71 72 73 74 75 76 77

composition 80 81 82 83 84 85 86 87

lexical S0 91 2 93 94 95 96 97
syntagm

phraseo- 100 101 102 103 104 105 106 107
logism

Although the role of the stratification axis seems to need some further discussion (which I will
reserve for another occasion), one innovation is very convincing, namely that not only
semantic shifts, but also all sorts of word-formations can be triggered off by any of the seven
(or eight, if “identity” is included) cognitive-associative relations.

Of course, the grid seems rather centered on features of Indo-European, particularly Romance,
languages. Thus, not every language has the number or gender distinction. The same holds
true for diathetical change (active vs. passive). In a more general grid we could subsume these
processes under the term “grammatical shift” in analogy to “semantic shift” or, maybe better,
“morphological recategorization” as a counterpart of conversion as ‘“syntactical
recategorization”.

Likewise, the distinction between composition and lexical syntagm is unclear to me. Koch
(2001: 21) gives E. coffee break as an example for the former and Fr. vin rouge ‘red wine,
literally: “wine red”” as an example for the latter. But apart from the sequences of determining
and determined element, I don’t see any differences. The distinction therefore seems
superfluous.

Mutation is defined as a change in the word-class by substitution of the word-class-specific
bound morphemes (e.g. Fr. manquer ‘to lack’—(le) manque ‘the lack’), while in conversions
a change of the word-class-specific bound morphemes is absent (e.g. G. essen ‘eat’—(das)
Essen ‘food’) (cf. Koch 2001: 21). However, the case of Fr. le manque can easily be seen as
an instance of back-derivation. The category of mutation, too, appears superfluous.

An important completion of the list of word-formation patterns is the process of
phraseologism, which has been excluded in the other systems mentioned.
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6. Synthesis

In this final section, I will attempt to draw a synthesis of a cognitive-onomasiological
approach toward word-formation. I will once again shed light on the most important aspects
of the works cited and add a few more ideas.

6.1. Process and Processes Revisited

The onomasiological starting-point is a concept to be named. Unless you don’t decide to
borrow a foreign term, the following phases are gone through. The concept is first analyzed
and categorized. Various (salient) aspects and associations (similarity, contrast, contiguity,
partiality) are activated in the speaker’s mind (in Stekauer’s terminology determining and
determined constituents). It must be underlined that this does not involve a hierarchy of
elements, though. Then the speaker has to choose the means to denote the concept or the
activated prototypical association. In Stekauer’s terminology this means that here the
potentially expressable base as well as the mark are selected. Different subgroups of the
speech community may highlight different associations/aspects and use different ways of
expression.* Among the ways of expression is the combination of already existing linguistic
material, commonly called word-formation. The speaker patterns his/her expression on
already existing prototypical models, i.e. s/he must first have analyzed other linguistic units to
coin a new unit (on the onomatological level). S/he looks for models expressing similar
semantic relations/associations as the focussed semantic relations/associations in the concept
to be named. Again, I would like to stress that only salient aspects/relations/associations are
brought into linguistic form, since only these are expected and will be understood by the
normal hearer. At the end there is the concrete realization respecting phonological and
morphological rules inherent in the formal type.

The combination of already existing linguistic material can be grouped into four formal types:
(A) the combination of lexical/free morphemes
(B) the combination of a lexical morpheme and an affix
(C) morphological or syntactical recategorization of an existing form
(D) the shortening of an existing form

Ad (A) and (B): Type (A) is traditionally referred to as composition. Compounds express a
variety of relations. These relations, however, as already mentioned, will always be
prototypical/salient relations, since otherwise the speaker would risk not being understood.
Type (A) may include a formative element, which is often neglected because such elements
are rare in English, in contrast to German or the Romance languages: compare, for instance,
Fr. machine a écrire (not de), Sp. maquina de escribir (not a), and It. macchina da scrivere
(not di or a) ‘type-writer’. English examples with formative elements are the already
mentioned center of attraction, then also lord’s prayer, commander-in-chief or AmE driver’s
license vs. BrE driving license. In contrast to (A) the variety of possible interpretations is
smaller with type (B). Affixes trigger off relatively fixed associations between the word-stem
and the concept named.

Ad (C) and (D): (C) unites gender change, number change, diathetic change and conversion;
(D) is a generic term for clipping, blending, acronyming and back-derivation. I will come to
these processes later.

35 Pavol Stekauer (personal communication) informs me that he and Don Chapman are actually carrying out
research on the hypothesis that the preference for various word-formation types is tied to the various
sociolinguistic factors.
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We have already seen that apart from this morphological classification it is also possible to
renounce the distinction between affixes and free morphemes and ensue a cognitively more
elementary classification®. This brings us back to Stekauer’s model again, where he
distinguishes five different word-formation processes, although we have favored a different
interpretation for the process of conversion. Beside these five types, we had already added a
sixth and a seventh type. Beyond that, there are seven other processes that have remained
unmentioned so far, but have been supplemented here in a way that they can easily be
integrated into Stekauer’s approach. Since long-winded terms will have a hard time getting
accepted by the public, I will offer alternative terms in parentheses.

(1) the “syntactical recategorization” (conversion)

(2) the “simplex structure” (simplex composites)

(3) the “complete complex structure” (complex composites)

(4) the “incomplete complex structure 1”” (mark-absence composites 1)

(5) the “incomplete complex structure 2” (mark-absence composites 2)

(6) the “incomplete complex structure B” (base-absence composites)?’

(7) the “copulative structure” (copulatives, or determination-absence, composites)
(8) “formal shortening” of morphemes (ellipsis)

(9) “formal shortening” of morphs (clipping)

(10) ““formal shortening” to initials (acronym)

(11) “formal blending” (blends, contaminations)

(12) “back-derivation”

(13) “reduplication”

(14) “morphological recategorization” (gender, number or diathetic change etc.)
(15) word-formation plus borrowing (pseudo-loans and calques)

(16) phraseologism

(17) “clarifying composites” / “post-classifying composites”

(18) folk-etymology

Again, in order to arrive at these structures the speaker has to pass—at least as regards the
first six structures—five mental levels unless s/he doesn’t borrow the name from another
language/dialect: (i) the conceptual level (analysis and categorization of the concept:
substance, action, quality or concomitant circumstance), (ii) the semantic level (structuring of
the semantic components/associations, which need not only be based on contiguity,
taxonomic relations and partiality, but also on similarity and contrast!), (iii) the
onomasiological level (selection of two or three semantic components for the name), (iv) the
onomatological level (concrete selection of the structure), (v) the morphonological level
(concrete realization of the structure)®®. The passing of these mental stages can occur in
various degrees of consciousness.” In addition, with types (2) to (6), the speaker has to decide

36 See also Tournier (1985: 48ff.), who distinguishes between “morphosemantic neologisms” (which include

constructed lexical units, i.e. derivation and composition, as well as onomatopoetic formations), “semantic
neologisms” (which include conversion and metasemy, i.e. semantic change), and “morphological
neologisms” (which include apheresis, apocope and acronymy).

We may also speak of “incomplete complex structure and metonymy” or “word-formation metonymy” or
“metonymy composition”.

Levels (iii) to (v) may be viewed differently when the speaker decides to choose an already existing word and
give it a new meaning (semantic change).

This was already acknowledged by Whitney (1867: 122): “processes of word-making, of name-giving, in all
their variety, are not, in the fullest sense, consciously performed: that is to say, they are not, for the most part,
premeditated and reflective. There may be found among them, indeed, every degree of reflection, sometimes
rising even to full premeditation.” Even if new objects have to be named for the first time, there is some
degree of unconsciousness, according to Whitney (1867: 123): “namely, the manner in which their selection
is guided and determined by the already subsisting usages and analogies of their speech, and by the
limitations of their intelligence.”

37
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whether he wants to realize these structures by a combination of free morphemes (possibly
with a formative element) or by a combination of a word-stem and an affix or an interplay of
both types. Moreover, it seems that certain structures are favored with certain associations. In
this respect, Stekauer (1998) offers a good survey; and Blank’s (1997b) article should also be
mentioned here again.

Types (7) to (16) are added to Stekauer’s types. In traditional works, too, these processes live
in the shadows. They have therefore been dwelled on in smaller works; in this respect, the
names of John Algeo (1974, 1975, 1977) and Garland Cannon (1985, 1986, 1988, 1989)
should mentioned.* Stekauer did not include these because he didn’t regard these processes as
one-hundred percent productive, and thus regular and predictable. But this view is too
“Anglocentric”. If we have a look at German, which possesses many more formative elements
then English, then the variation between Adventkalender and Adventskalender ‘Advent
calendar’ illustrates that so-called determinative compounds are not one-hundred percent
predictable either. Then it’s easier to include blends, clippings and acronyms as well. In
English, too, there are such elements or at least cases where we can surmise such elements.
Thus we may ask whether the -al in transformational grammar can be considered a formative
element, since a form transformation grammar is also possible. Likewise, it is not always
predictable when a speaker will use un- and when in- (or one of its variants, i.e. il-, ir-, or
im-) as a negation prefix (cf. the study by Baldi et al. [1985]). A general rule says that un- is
connected with Germanic and foreign stems, in- only with Romance or Latinate stems.
Therefore, there is the form incredible aside from an older uncredible. One solution to the
problem may be that not every speaker will of course be able to determine the origin of a
word-stem. The final level is the morphonological realization; this includes changes like stress
shift, vowel reduction etc.” Unpredictable word-formations are thus only awkward from the
point of view of generative grammar (cf. Bauer 1983: 232). Of course, nobody doubts that the
degree of predictability is lower with shortenings and blends, but it was important here to
revise the requirements of word-formation that Stekauer has formulated in his works; in a
personal letter Stekauer has underlined, though, that word-formation is not always predictable
on the onomatological level and that the final word-shape is a combination of phonological,
morphological, semantic and lexical restrictions and the creative approach of the “coiner”. By
the way, there is even the phenomenon of recursive shortening (e.g. OK [ou'kei]—whatever

the origin may be—can be shortened to oke [ouk]). Types (8) through (10) are not only

separated from types (1) through (7) as regards their formation, but also as regards their
motivation. Their coinage is not at the end of the five mental levels described above. Here a
long form is in the foreground, which becomes shortened for economical or aesthetic reasons.
Such shortenings are the more frequent, the longer the full form and the more salient the
concept in the speaker’s world (cf. Zipf’s law [1935: 1421f.]).

Some word-formation processes shall be analyzed in a still more thorough way, since the need
for discussion seems to be greatest for them.

6.2. “Conversion/Syntactical Recategorization”

We have decided to keep conversion and semantic change apart, despite their large
intersection. Once more, the reader shall be reminded that this process consists of a
combination of the following features: recategorization on the conceptual level + non-
analyzable onomasiological level + word-class change + phonological/phonetic and
orthographical identity or near-identity (as there is sometimes a stress shift with vowel

4 Cf. also the works of Devereux (1984), Kelly (1998) and Davy (2000); a very early work on blends is the one
by Pound (1914). The same neglect is also present in basic and introductory works on word-formation in
other philologies.
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reduction). The question of unidirectionality doesn’t really suggest itself in an
onomasiological approach, it can only be asked in an analytical, structuralistic view, which is
not at issue here. Again, I would like to recall that a syntactical recategorization does not
always keep all semantic components of the original word.

6.3. Base-Absence Composites

This process, which leads to what is traditionally called exocentric compounds, doesn’t seem
to be a pure word-formation process, but is combined with metonymy or synecdoche/pars pro
toto. A certain salient feature of the concept to be named is highlighted and then put into a
linguistic form by combining (free) word-stems. Nevertheless, Stekauer’s model could be
extended and we could say that the onomasiological base is missing here. There is no need to
postulate an auxiliary construction. The base is simply not salient enough for the speaker to
include it in the expression. It seems as if the “having” association is the most prominent
association with base-absence composites.

6.4. Copulative Composites

By copulative composites 1 understand two hierarchically equal morphemes, i.e. the lack of a
determination pattern. The term subsumes both so-called copulative compounds (e.g.
German-French [border]) and so-called additive compounds (e.g. deaf-mute).

6.5. Ellipsis

Ellipsis was defined by Ullmann (1962: 222) as semantic change based on a contiguity of
forms. Blank (1997a: 281) correctly says that if a syntactical phrase is reduced to a single
word and the meaning is kept, this cannot be called semantic change, but only lexical change.
Nevertheless, in what follows he describes the processes involved in an ellipsis in a way that
he can also classify ellipsis as a type of semantic change. I will only briefly add a few
comments on that.

Basically there seem to be two very distinct types of ellipsis. On one side there are ellipses
where the determining part was deleted, on the other there are ellipses where the determined
part was deleted. The first type is represented by cases like daily paper—daily, the second by
cases like newspaper—paper. While the latter can indeed be seen as some sort of semantic
change (paper adopts a new meaning), the former is a true type of word-formation or, rather,
word-shortening, since the process truly results in a new word, viz. dailys,. Ellipsis is
sometimes called the historical equivalent of clipping (cf. Marchand 1969: 448). In fact,
ellipsis seems to be rather rare in Present-Day English. There is not a single example of
ellipsis in the latest lists of “Among the New Words” (Glowka et al. 2000, Glowka et al.
2001). Relatively recent instances are canine tooth—canine and jumbo jet—jumbo (which
Bauer [1983: 233] lists under clipping, but he doesn’t even have a separate chapter for
ellipses).

6.6. Clippings

In contrast to Blank, I think that clipping does not result from a contiguity of linguistic signs,
but from a contiguity of parts of linguistic signs. The big difference between ellipsis and
clipping is that the former requires a deletion of morphemes, the latter only a deletion of
morphs. The oldest records of clippings in English language history are from the second half
of the sixteenth century: coz for cousin 1559, gent for gentleman 1564, mas for master 1575,
chap for chapman 1577 and winkle for periwinkle 1585 (cf. Marchand 1969: 448; cf. also
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Biese 1941). Wermser (1976) unfortunately did not include clippings (or blendings) in his
diachronic study, so that this is still a research gap to be filled; but for more recent decades the
studies of Cannon (1987) and Algeo (1980) show that clippings play a rather minor role—at
least in written English. The lists of “Among the New Words” show the same results. For the
years 2000 and 2001 the lists include only two examples, namely endo from end-over
‘bicycling accident in which the rider flies over the handbars (among mountain-bikers)’
(Glowka et al. 2000: 76) and—with a diminutive ending—AMilly ‘dance promoted and
commissioned by Chicago city officials for the new-millennium fatigue syndrome’ (Glowka
et al. 2000: 331). Commonly known are the following examples: (tele)phone, mike (<
mikrophone), porn(ographical film), op(tical) art, (py)jam(a). The etymons are no longer
generally known for movie (< moving picture), deli(catessen) and sitcom (< situation
comedy™).

6.7. Acronyms

As already mentioned in the discussion on Dirven/Verspoor, acronyms play a paramount role
in a highly modern society. For precision, I would like to underline that only spoken
initialisms should be called acronyms; in my view it is not helpful that Algeo (1978, 1980)
also defined cases like Dr. as acronyms. Ph.D. [pieit['di:], on the other hand, is a true

acronym. Some acronyms are pronounced letter by letter, others as syllables—with possible
differences in different varieties: some pronounce <VAT> as [vat], some as [ viier'ti].

Like clipping, acronymy is based on a contiguity of parts of a linguistic form, where only
some sounds—or better: letters—are selected for the new coinage. It is a particularity of
acronymy that the short form sometimes seems mentally prior to the long form or at least
concurrent. Then it passes through the phases described by Stekauer. And also Bauer (1983:
237) observes:

“In some cases it seems that the name of a particular object is specially chosen to give a suitable acronym. This
seems to be true of BASIC [Beginners’ All-purpose Symbolic Instruction Code] or, for example, the Federation
of Inter-State Truckers, FIST. In other cases, the acronym spells something which seems to be appropriate in
some metaphorical case, as for example with WASP [White Anglo-Saxon Protestant].”

6.8. Blending

This process occurs especially when there is a mixture of two categories so that an
unequivocal classification of the concept to be named seems impossible. Yet Adams (1973)
has shown that blends can be categorized into several subtypes: “expandable blends” (e.g.
Chunnel), “conjunctive blends” (e.g. smog), “non-expandable blends” (e.g. rockoon ‘balloon
rocket’), “derivational blends” (e.g. beatnik), and even “neo-Latin blends” (e.g. aquacade). 1
do not want to adopt this subtypology, but Adams’ system shows at least that blendings can
represent all structures of the composites, type (2) to (7). There seem to be two kinds of
blends: first, the type which I illustrated by way of the example of clash, second, the type
where there are really two complete words at the beginning, e.g. breakfast-lunch—brunch.
Aside from the (postulated) contiguity of linguistic expressions there is also—and this is
much more important—the contiguity of concepts, which I’ve already mentioned above. For
the speaker it is either difficult to decide whether brunch is a kind of BreEakrasT or a kind of
LUNcH or s’/he sees that a brunch combines elements of both: there’s contiguity between BrRuNcH
and BreAakFAsT as well as between BruncH and LuncH. In my opinion, the second interpretation
is more useful, since it also covers cases like motel. If no long form has existed before,
Stekauer’s onomatological level becomes relevant. This time it seems justified to assume an

4 Some native speakers actually see a connection with fo sit and communication here.
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auxiliary “simplex structure” which immediately gives way to a shortened form for
economical reasons or for reasons of prestige and fashion. Blending is a productive and
prominent word-formation process in Modern English (at least in American English), only to
be excelled by compounding and derivation (cf. the lists of “Among the New Words”).

If a word is frequently used for blending, then the clipped part might gradually serve as a new
(pseudo-)affix, especially when combined with morphemes, not only morphs. This seems to
be the case with [X/-gate (from Watergate), which can be glossed as ‘scandal in connection
with [X]’. The latest list of “Among the New Words” include the entries Skategate (referring
to the attack on scater Nancy Kerrigan, instigated by Tonya Harding) (Glowka et al. 2000:
190), Kneepadgate ‘sex scandal around President Clinton and Monica Lewinsky’ (Glowka et
al. 2001: 81), also known as Sexgate (Glowka et al. 2001: 194), Monasterygate ‘scandal
involving fund-raising by Vice President Al Gore in a California Buddhist temple’ (Glowka et
al. 2000: 438). Another good example is the phoneme [i:], which can be considered a

(pseudo-)prefix; in Glowka et al. (2001: 86) we find the lemmas e-bucks ‘electronic money’,
e-celebrity ‘famous person promoting an Internet company’ and e-entrepreneur ‘person
starting an Internet company’; besides, e-mail and e-commerce are now well-established
words not only in English.

6.9. Back-Derivation

Similar to blending, the process of back-derivation* combines both the usual cognitive
process and the inclusion of an already existing word. As illustrated above, Stekauer regards
cases like fo stage-manage as merely alleged cases of back-derivation and holds the view that
the “short” form (stage-manage) and the “long” form (stage-manager) have been generated
separately. Again, I would like to stress that I don’t want to deny that the speaker passes
through the conceptual, the semantic and the onomasiological levels. On the onomatological
level, however, s/he now looks for linguistic models, not only for model structures, but for
concrete model forms that are semantically important. It is interesting to see that the content
of back-derivations is often narrower than that of the model form (cf. Dirven/Verspoor 1998:
67).

6.10. Reduplication

Reduplications like wishy-washy (ablaut reduplication) or willy-nilly (rhyming reduplication)
could of course be classified as copulative structures. But here too, it can’t be denied that
formal reasons played a decisive role in the selection process on the onomasiological and
onomatological levels. The current lists of “Among the New Words” have collected two
examples: the drug love dove (Glowka et al. 2001: 180) and the compound bite fight referring
to the boxing fight in which Mike Tyson bit off a part of Evander Holyfield’s ear (Glowka et
al. 2000: 431).

6.11. Lexical Pseudo-Loan and Calques

Last but not least, we should not ignore the mixed types of word-formation and borrowing.
First of all, there are the so-called lexical pseudo-loans, i.e. words that look foreign, but never
existed as such in the “giving language”. Since in Modern English these formations concern
predominantly pseudo-loans with Latin and Greek elements they are often called neoclassical
compounds (cf., e.g, Bauer [1983: 313; 1998]; there is no separate section reserved to them in
Marchand 1969). In turn, the prestige of English attracts many nations to form pseudo-

42 For an analysis of English cases of back-formation cf. Cannon/Bailey (1986).
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Anglicisms.* It seems as if here the name-giving person arrives at the onomatological level
and now resorts to some type of material from a foreign language, which then undergoes the
usual integration changes on the morphonological level.

As to neoclassical compounds, it must be mentioned that the classification of some of them*
as compounds is problematic since the words don’t consist of two free lexemes, e.g.
photograph. Neither are they affixes, because then formations like *photoization or
*photoesque would be possible (cf. also Bauer 1983: 213f). So the term (pseudo-)affix
already used above seems indeed well-chosen.

Second, there are words that have been termed loan-translations and loan-renderings (i.e. only
part of the foreign expression is translated). Both are also called calques. A few examples will
illustrate these types:

(a) loan-translations: OE fore-setnys—Lat. prae-positio, OE an-horn—ULat. uni-corn,

OE heel-end—Lat. salva-tor, OE god-spel—Gk. ei-ayyéAdiov, ModE super-man—G. Uber-

mensch;, Fr. gratte-ciel —E. sky-scraper;
(b) loan-rendering: G. Wolken-kratzer—E. sky-scraper; OE. dune-stigan—1Lat. de-

scendere; ModE brother-hood—Lat. frater-nitas; OE leorning-cniht—Lat. discip-ulus.*
Here, the name-giving person appears to arrive at the semantic level, looks at a foreign
language on the way to the onomatological level, and comes back to the native language on
the onomatological level. However, with calques we have the problem that we cannot always
decide whether the coinage was really modelled on a foreign term or whether it represents an
independent, albeit parallel construction.

6.12. Varia

Two other phenomena shall briefly be mentioned at the end of this paper. The first is called
opaque compounds. A number of works have dealt with English opaque compounds (cf. Faif3
1978, Gotz 1971 as well as Mayer 1962). Of course, they are important neither in a
structuralistic-analytical approach nor in an onomasiological approach, since speakers don’t
coin opaque compounds (they become opaque by accident). However, they sometimes keep
their spelling and can then motivate the formation of a new lexical type, e.g. ['forhed] vs.

['farid] ‘forehead’ or the remotivation of ['hazif] toward [‘havswaif] ‘woman who manages the
household’, while ‘sewing kit is (archaically) still referred to with the first pronunciation.

The second phenomenon is folk-etymology, which is not a type of semantic change, although
classified as such by many linguists (cf. Ullmann 1962 and the overview in Olschansky
1996); but it is exactly the change in form which is the most basic aspect of folk-etymology.
In the realm of word-formation it should be noted that folk-etymology has often resulted in
new compounds: e.g. sparrow-grass for asparagus, nick-name for ME an eke name ‘an
“also”-name’, bridegroom for OE brydguma or sandblind for OE *samblind ‘halfblind’.

# Cf. the study by Filipovi¢ (1985). For German, cf. especially Carstensen (1980, 1981) and Grzega (2001).
For French, cf. Cypionka (1994).

This shows that the group of “neoclassical compounds” is not a consistent one. In order to respect this
gradualness, Bauer (1998) suggests categorizing English compounds within a conceptual space defined by
three dimensions: a simplex compound dimension, a native—foreign dimension and an abbreviated—
nonabbreviated dimension.

The terminology used here goes back to Duckworth (1977: 40), whose classification is based on Betz (1949,
1959).
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7. Conclusion

In this paper I have strived to cover a large number of questions involved in an
onomasiological and cognitive approach toward word-formation. Many ideas are based on
recent models of word-formation. I have tried to further develop and coordinate them. The
nomenclature that has been contrived is to cover all cases of word-formation, both central and
peripheral ones. The approach presented here is part of a larger project dealing with motives
for and types of onomasiological change.* T am aware that a number of questions could only
be touched on the surface, but I hope they will attract other linguists to join the discussion.

Joachim Grzega
Englische und Vergleichende Sprachwissenschaft
Katholische Universitdt Eichstdtt-Ingolstadt
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WORD-FORMATION As CREATIVITY WITHIN PRODUCTIVITY CONSTRAINTS:
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Abstract

Productivity has been one of the central topics in the field of word-formation in recent decades. Heretofore,
productivity has been mainly, if not solely, discussed in formal terms, such as which affixes can be used with
which stems, the productivity of rival affixes, etc. Such a formal approach leaves out the speakers’ needs for
creating new words. Accounting for speakers’ word-formation needs requires a re-evaluation of the notion of
creativity. In our approach to word-formation, this notion emphasizes the active role of language users, reflecting
the fact that, in each act of naming, there is more or less significant space for a coiner’s individual selection out
of the options. Since each individual has unequal experiences, knowledge, intellectual capacity, imagination,
education, age, professional interests, and so on, one would expect speakers to bring considerable variation to the
naming task. Therefore, this article examines the influence of education, profession, and language-background
upon the act of naming and the related word-formation productivity. In addition, we will examine, whether and
to what degree these factors exert any influence upon the resolution of the fundamental conflict in word-
formation (and language in general), namely that between the explicitness of expression and the economy of
expression.

1. Introduction

Productivity has been one of the central topics in the field of word-formation in recent
decades. It was especially the 1990s and the turn of the millenium that brought new and
comprehensive insights into this field, presented by, inter alia, H. Baayen,' 1. Plag (1999), and
L. Bauer (2001). Their excellent and seminal studies may be considered a culmination of
a long-term effort by derivational morphologists to identify the nature of productivity in
word-formation, especially with regard to the deep-rooted belief that productivity of word-
formation processes is much lower than that of syntactic and inflectional processes (cf.
Chomsky 1970). Gains in recent decades have shown that word-formation is more productive
than first thought, when one is careful about the definition of productivity. But this paper
argues that those refinements to the concept of productivity have not gone far enough.
Heretofore, productivity has been mainly discussed in formal terms, such as which affixes can
be used with which stems, the productivity of rival affixes, etc. Such a formal approach leaves
out the speakers’ needs for creating terms, and leaving out those needs has been precisely
what has skewed evaluation of productivity in word-formation. When those needs are taken
into account, word-formation seems to be as productive as syntax. It is that claim that this
paper will argue.

Accounting for speakers’ word-formation needs requires a re-evaluation of the notion of
creativity. Traditionally, creativity within word-formation has wusually referred to
idiosyncrasies and deviations from rules. In contrast, the term productivity has been used to
apply to regular, or rule-governed patterns. Word-formation theory has largely limited itself to
productivity in this sense, as it has mainly considered productivity within a framework of

The authors would like to thank Ingo Plag and an anonymous reviewer for their comments on an earlier
version of this paper.

! A series of articles. Cf. some of them in the References.
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rival affixes (or, patterns of word-formation) used in generative morphology, such as -ity vs.
-ness. In our approach to word-formation, however, the concept of creativity applies more
generally to any act of naming by individual speakers of a language, whether idiosyncratic or
regular. Of course a speaker’s choices in the act of naming will be constrained by the
speaker’s language system (langue), but usually, there is more or less significant space for a
coiner’s individual selection out of the options available for the act of naming related to a
particular object of extra-linguistic reality. Since each individual has unequal experiences,
knowledge, intellectual capacity, imagination, education, age, professional interests, and so
on, one would expect speakers to bring considerable variation to the naming task. Thus, the
notion of rivalry, more prevalent in traditional, static views of word-formation, is just a part
of a much more comprehensive concept of the act of naming, the concept whose focal point is
the active role of language users.

An examination of naming needs, as opposed to the distribution of formal affixes, is
accommodated within the onomasiological theory of word-formation developed by Stekauer
(1998) and his subsequent publications. In this paper, we will extend Stekauer’s notion of a
Word-Formation Type cluster to cover three other levels, namely the Onomasiological Type
cluster, Morphological Type cluster (see also Stekauer 2003), and Word-Formation Rule
cluster. And if indeed speakers vary in their naming strategies according to their different
experiences, we ought to find such variation correlating with social variables, such as
education, profession, and language background.

A further aim of this paper is to test that assumption. In particular, the integrated theory of
productivity presented in this paper will be tested and illustrated in a questionnaire-based
evaluation of the influence of sociolinguistic factors upon acts of word-formation, and, by
implication, of the word-formation productivity. In addition, we will examine, whether and to
what degree these factors exert any influence upon the resolution of the fundamental conflict
in word-formation (and language in general), that between the explicitness of expression and
the economy of expression.’

In short, this paper aims to examine the larger notion of creativity that includes a speaker’s
naming needs within an onomasiological theory of word-formation, and to demonstrate the
usefulness of such an examination with a sociolinguistic study of speakers’ word-formation
choices.

The purpose of Section 1 is to provide a brief introduction to the topic. For more profound
analyses of the state-of-the-art in the field, the reader is referred to Plag (1999), and mainly
Bauer (2001).

2 We are aware of a subtler classification in cognitive linguistics, such as that proposed by Geeraerts (1983)

who — at the level of what we label as ‘economy of expression’ - distinguishes between conceptual effciency
(metaphor, metonymy) and formal effciency (ellipsis, folk-etymology, avoidance of homonymic clash), and —
at the level of our ‘explicitness of expression’ - between conceptual expressivity (word formation, borrowing,
semantic change) and formal expressivity (creation of specific word-formation patterns). See also Grzega
(2002: 1029ff). However, the opposition economy : explicitness fits the purpose of our analysis.
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1.1. At the Beginning...

The beginnings were gloomy, and the outlook poor. Noam Chomsky (1970) sentenced word-
formation productivity to the inferior position, with the master being the productivity of
syntax and inflectional morphology. Chomsky emphasized the idiosyncratic semantic and
phonological character of nominals derived from verbs, and concluded that the accidental
character of word-formation is more typical of lexical structure. According to Chomsky,
word-formation processes, unlike syntactic and inflectional processes, cannot be accounted
for with productive transformational rules. Not surprisingly, the transformationalist approach
to word-formation (such as Lees 1960) gave way to the lexicalist position which
unambiguously separates the issues of word-formation from the issues of syntax based on the
recognition that “word structure and sentence structure were not governed by the same set of
principles, and that they belonged to different modules of the grammar” (Mohanan 1986: 4).

But many of Chomsky’s arguments are open to objection. To Chomsky’s argument that
specific affixes do not attach to all possible bases, two possible directions of argumentation
can be suggested (Stekauer 1998: 84ff). If we pursue the formal approach we can illustrate
that the limitations on productivity operate over syntax as much as morphology (as suggested
by Di Sciullo & Williams 1987), and these limitations are of the same nature. It is true, for
instance, that the suffix -ion does not combine with all verbs. But it is equally true that not all
verbs can be used in the sentence structure N — V — Object. The limitation permits only
transitive verbs to be inserted. Both limitations (syntactic and morphological) are based on the
same principle — they pertain to the combinability of structural units. For more examples, see
Di Sciullo & Williams (1987). These authors seem to have been inspired by the following
observation of S. R. Anderson:

It is true that different verbs take different formations (describe/description, laugh/laughter,
recite/recital, etc.); but the point is that some action nominal formation is available for every verb
(subject only to semantic limitations). One cannot really say that the diversity of the forms involved is a
limitation on the productivity of the process, any more than the existence of varying conjugation classes
constitutes a limitation on the productivity of verbal inflection in languages in which these are found
(1982: 585-586).

In this connection, S. L. Strauss also maintains that “we cannot really claim that derivational
morphology is any more idiosyncratic than the other structure-generating rules”; in addition,
“rules of derivational morphology are as regular, both semantically and phonologically, as
other generative rules” (1982: 23, 24).

A second line of argumentation is of pragmatic-generative nature. If we concentrate on the
generation aspect, both syntax and word-formation respond to some demand of a language
community, and they are capable of fully meeting the need. In that respect they are absolutely
productive. This also applies to their subsystems. Thus, the systems of Word-Formation
Types and Morphological Types are capable of providing a naming unit whenever a new item,
such as Agent noun (or, more explicitly, a noun denoting a person performing some activity),
is required. Then, the clusters of Word-Formation Types and clusters of Morphological
Types (see below, Section 2.2.4) ‘guarantee’ the coining of a new naming unit of a specific
semantics whenever such demand arises.

All in all, with the advancements in the theory of word-formation in recent decades, the view
of low WF productivity has been gradually modified. As a result, I. Plag (1999: 2) could
stress that “derivational processes are much more regular than previously conceived.”
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Our claim that word-formation is absolutely productive because speakers can always provide
a new naming unit when required is not simply a trivial evasion of the problems of
productivity of word-formation that have engaged morphologists for decades. It is instead a
recasting of the issues in terms that should lead to more insight as it brings the analysis of
word-formation closer to the analysis of other linguistic phenomena, particularly syntax. The
pragmatic level of analysis has always been implicit in syntax. That speakers can generate an
infinite number of sentences that they have not previously heard acknowledges that speakers
do indeed create sentences. There is no effort to keep track of actual sentences or to note all
the sentences that could possibly occur but don’t. Syntax is not held to be any less productive
because some sentences do not occur. The communication needs of the speakers is taken as a
given before the composition of sentences is analyzed.

Furthermore, the analysis of those sentences does not proceed on the word level; sentences are
not regarded simply as strings of words. Instead sentences are considered to be made up of
phrases, which would be another level of abstraction above words. The occurrence of
particular strings of words, then, has little to do with productive patterns in syntax. Instead the
issue is whether certain phrase types occur and how they combine together to create a
sentence. A noun phrase, for example, must be present as the subject of nearly all sentences,
yet the composition of that noun phrase — whether a single pronoun, a determiner and noun, a
noun with a complement clause, or something else — is unimportant, so long as the phrase is
well-formed. Much less do the individual words constituting the noun phrase matter.

In word-formation studies, however, the pragmatic needs of speakers for new words have
largely been ignored. So too has an abstract level corresponding to the notion of a phrase.
Instead, individual formants are considered as productive or not. By focusing on the naming
needs of the speech community and by acknowledging a functional level of analysis
comparable to phrase structures, a theory of word-formation ought to account for productivity
in word-formation with more coherence.

It is for that reason that this paper proceeds with an onomasiaological approach that accounts
for speakers’ naming needs.

1.2. Potential Words and Naming Needs

The attractiveness of focusing on the naming needs of speakers also comes up with regard to
another sticking point of word-formation theory, namely the role of possible or potential
words. Halle (1973) had introduced the notion of overgeneralization in his generative
account of morphology and had called the non-existence of such words in English an
accidental gap. We believe that the notion of ‘accidental gap’ is misleading, and is due to the
purely formal point of view. If this issue is approached from the point of view of the naming
demand of a speech community the non-existence of such words is expediently accountable —
they are not needed by the speech community. But what about potential words? Should a
theory of word-formation account for all words that could be generated or just those that
have? Linguists from Allen to Aronoff to Kiparsky have grappled with this question. The
most comprehensive analysis of the relevant problems is given in Bauer (2001) where the
relations between actual, existing, established, possible, potential, and probable words are
discussed in detail. Bauer’s ideas may be succinctly summarized as follows:

The notion of existing word raises the fundamental problem of for whom and what such a
word exists. We agree with Bauer that an existing word must exist for a speech community
keeping in mind a number of problems connected with this approach that are pointed out by
Bauer (the lower limit of speech community, non-occurrence of all existing words in
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reference works, the identification of the date when a word comes into existence — the first
coining or the establishment of the word?, etc.). Bauer (2001: 36) suggests the following
definition:

...a word is an existing word from the moment it is first coined...The word may be item-familiar to
individual speakers, without having become part of the norm of the language. A word is established
once it becomes part of the norm, that is, once it is item-familiar to a large enough sub-set of the speech
community to make it worth listing in reference works.

The notion of potential word is, in Bauer’s view, closely related with the notion of lexical gap.
Importantly, a coinage only occurs if there is a need, a real or perceived gap in the speaker’s
lexicon: “Productivity is all about potential. A process is productive if it has the potential to
lead to new coinages, or to the extent to which it does lead to new coinages. We are aware of
productivity only through the new coinages and the patterns of familiar and unfamiliar words
coined by the relevant process” (2001: 41).

Bauer further treats the role of naming with his notion of probable words, which are words
that are likely to occur. Bauer suggests that possible word be defined in terms of the
linguistic system while probable word by extra-systemic factors (2001: 42).

The questions of potential words and actual words can be seen to hinge on the role of extra-
linguistic reality in word-formation. Ignoring speakers’ naming needs in favor of formal
analysis of the langue gives more importance to potential words. Accounting for those
naming needs gives more importance to actual words. In presenting our approach to
productivity, we will argue in favour of including actual words in productivity computations.

The theory we propose for accounting for the naming needs of a community is a cognitive
onomasiological theory. Its fundamental principles are presented in the next section.

2. A cognitive onomasiological theory of productivity

The following approach to word-formation productivity is based on a series of articles and
a monograph chapter on this topic, including Stekauer (1994, 1998, 1999, 2001, 2003, 2005a,
2005b), and attempts at providing a comprehensive theory of productivity within the cognitive
onomasiological framework.

2.1. General

It goes without saying that productivity is one of the universal properties of language. It is
most clearly manifested at the level of word-formation because the productivity of Word-
Formation Types and Rules and Morphological Types makes it possible to generate a new
naming unit whenever a speech community needs it. From this it follows that word-formation
deals with Word-Formation/Morphological Types and Rules which are productive, that is to
say, which, from the synchronic point of view, make it possible to form new naming units
whenever need be. Obviously, productivity implies regularity: this enables language users to
understand (in an appropriate context) and use new naming units they have never heard
before. In the initial period of existence of a new naming unit, regularity can also be used as
a kind of mnemotechnics.

2.2. Main Factors

There are several factors influencing an approach to productivity and the resulting shape of
any theory of productivity:
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— General theoretical framework. This affects answering the questions like “What is the place
of word-formation in the system of linguistic disciplines?’, ‘Is word-formation a part of
syntax (the transformationalist hypothesis), a part of morphology (‘classical’ structuralist
theories), a part of the lexical module (lexicalist approach), or is it an independent module
as proposed, for example, in Stekauer (1998)?’, ‘What is the relation between the
individual modules?’

— Scope of word-formation: Do cranberry words, word series like receive, perceive,
conceive, pertain, retain, clippings, and acronyms fall within the scope of word-formation?
Is compounding the matter of word-formation or syntax?

— Productivity — of what? Productivity of affixes, WF rules, WF processes, the whole WF
module?

— Attitude to possible, potential, actual and established words, and to the overgenerating
morphology.

— Are Word-Formation Types/rules productive and regular or is their regularity much lower
than that of syntactic and inflectional rules as assumed by Chomsky (1970)?

— Method of productivity assessment. Should productivity be assessed in abstract terms or is
it possible to employ precise mathematical methods? In the latter case, what should the
computation be based on? Can we employ absolute numbers or should we relate the
computation to certain formal or semantic elements? Should the computation be based on
the system level (langue) or speech level (parole)? Or, can these two levels be combined
for the sake of productivity computation? Thus, should the calculation be based on
dictionaries or corpora?

2.2.1. Theoretical Framework — the Place of Word-Formation within the System of
Linguistic Disciplines

The cognitive onomasiological theory of word-formation identifies word-formation as an
independent and fully-fledged component as illustrated in Figure 1.

The scheme reflects the relations between the individual linguistic components and within the
word-formation component itself. It follows from the scheme that the word-formation
component is an independent module on a par with any other linguistic module. The scheme
represents the crucial triad of relations: extra-linguistic reality — speech community — word-
formation component, thus emphasizing the fact which has been ignored by the vast majority
of the mainstream word-formation theories, that is to say, that new words do not come into
existence in void (as might follow from purely formal theories). Each act of naming responds
to a very real and specific naming need (demand) on the part of a member (members) of a
particular speech community.

Second, the scheme indicates a direct connection between the word-formation and the lexical
components, and an ‘only’ mediated connection between the word-formation and the
syntactic components. This makes this model different from those theories which consider
word-formation as a part of Lexicon or a part of Syntax. The relation between the word-
formation and the Lexical components is based on close ‘co-operation’. The Lexicon stores
all naming units (monemes and complex words, borrowed words, clippings and acronyms) as
well as affixes, and feeds the word-formation component with word-formation bases and
affixes in accordance with its needs. On the other hand, the word-formation component
supplies the Lexicon with new naming units formed in it.

By implication, no new words are generated either in the Lexicon (however, any semantic
and/or formal modification of naming units formed in the word-formation component may
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only take place in the Lexicon) or Syntax.?

It should be noted that word-formation concerns the formation of isolated naming units
rather than their use (which is the matter of syntax). Word-formation treats naming units as
linguistic signs stored in particular semantically and morpho-syntactically defined paradigms
in the lexical component. The process of forming new naming units means that the new
naming units can be subsequently retrieved from the lexicon for the purpose of sentence
formation.

2.2.2. Productivity — O. K., But of What?

Productivity is a term frequently employed by linguists in general, and — like a number of
other linguistic terms — it is quite vague, especially in view of the diversity of its
‘applications’. Bauer (2001) demonstrates the ambiguity of this term when he points out that
for some scholars particular affixes (Fleischer) are productive, for others, it is morphological
processes (Anderson) that are productive; for yet others, it is rules (Aronoff, Zwanenburg); for
a very few it is words (Saussure); for some it is groups of processes (Al and Booij,
Anderson). Bauer (1983) discusses the productivity of a complete module of grammar;
for yet another group of scholars, productivity is a feature of the language system as a whole.
Bauer (2001) himself prefers to define productivity as a feature of individual morphological
processes.

3 For an account of constructions like around-and-do-nothing-ish, leave-it-where-it-is-er lady-in-waiting,

pain-in-stomach-gesture, see Stekauer (2001).
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Figure 1: Word-Formation Component and its relation to other components

Dokulil (1962) also presents several possibilities of examining productivity in word-
formation:
(1) The productivity of a word-formation formant (affix). Here he distinguishes between
(a) an absolute productivity of a formant, i.e., its applicability in forming new words in
general, irrespective of the particular Word-Formation Type it is used in, and
(b) relative productivity of aformant, i.e., its applicability in a specific semantic
function and/or in a particular Word-Formation Type.
(i1) The productivity of a Word-Formation Type, in which case a WFT functions as a pattern
for forming new words.*
(iii) The productivity of a word-formation base.’

Our approach outlined below discusses productivity at four different, and mutually

4 Dokulil (1962: 72) defines Word-Formation Type as a unity of onomasiological structure (Agentive nouns,

bearers of Quality, etc.), lexical-grammatical nature of WF base (deverbatives, desubstantives, deadjectives),
and formant (words in -er).

Dokulil notes that the productivity of WF base is usually relative: it can mostly be evaluated relative to
a particular Word-Formation Type. As such, it is viewed as a condition promoting/reducing the productivity
of a particular WF type (1962: 84).
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complementary levels (see Section 2.3).

One of the major disadvantages of various computation methods employed for the evaluation
of productivity in word-formation is their limited scope; they are usually restricted to the
productivity of affixes. This contradicts the generally accepted scope of word-formation
which also includes other word-formation processes. But even if the focus is laid on affixation
the existing methods differ in defining the notion of affix, notably in terms of the polysemy —
homonymy relation. Both of these facts may significantly distort the results of productivity
computation. The prevailing restriction to affixation processes is also reflected in the
methodology of computing productivity which seems to be tailor-made to this word-formation
process.

It may be proposed (Stekauer 2003) that rather than an affix-driven productivity approach
a conception is required which, instead of focussing on items (affixes), ranges over all word-
formation processes (WFP) (compounding, prefixation, suffixation, conversion, blending,
etc.), 1.e., one which overcomes the limitations imposed by affixation in particular and by the
individual word-formation processes in general. What is therefore needed is a general WF-
Rule-driven theory of productivity covering the whole stock of complex naming units.

The latter approach forces us into the definition of the notion Word-Formation Rule (WFR).
Unfortunately, this seems to be another strongly ambiguous term, which, on the one hand,
heavily depends on the underlying theoretical background, and, on the other hand, crucially
determines the results of productivity computation. Should a WFR be defined in Aronoffian
(1976) terms as a combination of a base plus affix, or in accordance with Selkirkean (1982)
system based on the maximum level of generalization, such as X" - Y" X* for suffixation,
Allen’s (1978) Primary Compound Formation Rule: [#X#]x ... [#Y#Nn - [[#X#]|[#Y#]],
Kiparsky’s (1982) generation of primary compounds by insertion of Y Z into a categorial
frame X, i.e., [Y Z]x, or some other formally defined principles? What is the optimum level of
generalization in this case? Can a formal definition of WFRs provide a base for covering all
word-formation processes? The major trends in research do not favour a positive answer to
this question.

Consequently, since the formal base for productivity computation seems to be unable to
provide a unified footing for all complex naming units, attention should be, in our view,
zeroed in on the conceptual-semantic facet. Is such a conceptually and semantically oriented
theory of WFRs viable? Should it take the form of separation hypothesis proposed within the
framework of Beard’s (1995) lexeme-morpheme base theory, or is there any other way of
treating WFRs?

2.3. Proposal

The present model departs from a form-based approach to productivity, and proposes to
examine productivity within a particular unifying conceptual category (Agent, Patient,
Instrument, Negation, Result of Action, Location, Quality, etc.). This approach follows from
the onomasiological theory of word-formation: productivity is the matter of formation of new
words. Each act of naming (as it follows from the scheme in Figure 1) starts at the conceptual
level. It is at this level that the ‘object’ to be named is identified as one falling within the
conceptual category of Agent, Patient, Instrument, etc. When the conceptual category of the
named object is identified, the naming process proper starts within which the semantic and
morphematic components are identified that will constitute the “naming structure” of the
resulting complex word. Irrespective of the numerous variations in the ‘naming structure’, all
words denoting ‘persons performing (professionally) some activity’ are words denoting
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Agents. By implication, we may study the share of the various ‘naming structures’ from
different points of view to identify their respective Productivity Rates (PRs). In the
onomasiological approach, we can identify four different ‘levels’ of ‘naming structures’, and
therefore four levels of productivity:

(1) the productivity at the level of Onomasiological Types (OTs)
(i1))  the productivity at the level of Word-Formation Types (WFTs)
(iii))  the productivity at the level of Morphological Types (MTs)
(iv)  the productivity at the level of Word-Formation Rules (WFRs)

2.3.1. Productivity of Onomasiological Types

The onomasiological model of word-formation (Stekauer 1998, 2001) obliterates the
differences between the traditional word-formation processes by proposing a unified basis for
the description of word-formation. Such a unified basis makes it possible to objectify the
computation of productivity. This cognitively based model of word-formation, taking the
naming demand of speech-community as its starting point, distinguishes five
Onomasiological Types ranging over the traditional word-formation processes. They are
based on the criterion of which constituents of the onomasiological (logical-semantic)
structure are linguistically expressed at the onomatological (morphematic) level (see
Figure 1). In general, the onomasiological structure includes three basic constituents:

(4) Determining constituent —  Determined constituent — Onomasiological base
of the onomasiological of the onomasiological
mark mark

where Onomasiological base corresponds to the head of a complex word, and the determined
constituent of the Onomasiological mark generally stands for the concept of ACTION. Then,
the individual Onomasiological Types can be exemplified as follows:

In Onomasiological Type 1, all three onomasiological structure constituents, i.e., the base,
the determining and the determined constituents of the mark, are linguistically expressed at
the onomatological level by being assigned morphemes with the corresponding meaning. This
operation is labeled as the Meaning-to-Seme-Assignment principle (MSAP):

(%) truck-driver (A Person (Agent) operates (Action) a vehicle (Object)
Object — Action — Agent
truck  drive  er

(6) house-keeping (The Process of performing some Action aimed at an Object)):
Object —Action — Process
house  keep ing

(7) signal-generator (Instrument for an Action producing some Result)

Result — Action — Instrument
Signal generate or

In Onomasiological Type 2, the determining constituent of the onomasiological mark is left
unexpressed:

(8) Factitive — Action — Agent
0 write er
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Object — Action — Instrument
0 spinning  wheel

In Onomasiological Type 3, the determined constituent of onomasiological mark is left

unexpressed:

(10)

(11)

(12)

Result — Action — Agent
novel 0 ist

Patient — State —Evaluation (Diminutive)
dog 0 ie

Temporal Stative — State — Patient
summer 0 house

In Onomasiological Type 4, the onomasiological mark is simple and unstructured, i.e., it
cannot be divided into the determining and the determined constituents.

(13)

(14)

(15)

Negation — Quality

un happy
Quality — State
blue-eye ed

Repetition  Action
re gain

Onomasiological Type 5 (onomasiological recategorization) concerns conversion, and the
method of representation of semantic relations between the members of conversion pairs is
illustrated by the following examples:

(16)

(17)

(18)

(19)

(20)

bondx_bondy: SUBSTANCER='ACTION
(in the meaning of a joint)
Interpretation: Substance as a Result of Action

switchy—switchy: SUBSTANCE®RstumentResult A CTION_
(in the meaning of a device for completing or breaking an electric circuit)
Interpretation: Substance as an Instrument of Action

inserty—inserty: ACTIONSUBSTANCE
Interpretation: Substance as an Object of Action

timey - timey: CIRCUMSTANCE™ ™2 ACTION
Interpretation: Action in terms of Temporal dimension

clearn—cleary: QUALITYR='ACTION
Interpretation: Action Resulting in a certain Quality

As indicated above, the present model distinguishes five Onomasiological Types ranging
over all productive methods of forming new complex words. Since they are based on the
criterion of which constituents of the onomasiological structure are linguistically expressed at
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the onomatological level, the determination of their respective productivities is an important
indicator of the preferences of language users (or better, coiners) in terms of employing
different cognitive processes underlying the act of naming, on the one hand, and the
different ways of their linguistic representation, on the other. The productivity calculation
at this level may indicate which of the two universal, contradictory tendencies, i.e., economy
of expression and explicitness of expression (comprehensibility), dominates in a particular
language (area). Here we face two gradual oppositions:

(1) Onomasiological level
(a) Onomasiological Types 1-3 (complex onomasiological structure)
(b) Onomasiological Type 4 (simplified onomasiological structure)
(c) Onomasiological Type 5 (absence of onomasiological structure)

(i1) Onomatological level
(a) Onomasiological Type 1 (complex morphematic representation of complex
onomasiological structure)
(b) Onomasiological Types 2 and 3 (economized morphematic representation of a
complex onomasiological structure
(c) Onomasiological Type 4 (economy due to onomasiological structure)
(d) Onomasiological Type 5 (absolute economy — no morphematic representation).

As indicated above, productivity of the individual Onomasiological Types is given by their
respective share of all the complex words that belong to a particular conceptual category (e.g.,
Agent). From this it follows that the Onomasiological Type Cluster is 100% productive with
regard to a particular conceptual category as it can ‘produce’ a word belonging to that
particular conceptual category whenever a (member of a) speech community needs to give a
name to an object belonging to this category.

2.3.2. Productivity of Word-Formation Types

A more specific level is represented by WF Types. The computation of productivity of WF
Types is also related to a particular conceptual category. This makes it possible to include in
the computation of the productivity of, for example, Agent names complex words of different
onomasiological structures, hence different WF Types (for example, Object — Action — Agent
(woodcutter); Action — Agent (writer); Location — Action — Agent (street-fighter); Factitive —
Action — Agent (novel writer); Instrument — Action — Agent (anthrax-killer); Manner — Action
— Agent (slam-dunker); and a number of other possible WF types).

All of these WF Types may be used to coin new complex words falling within one and the
same conceptual category (Agent, in our example), and therefore represent a single Word-
Formation Type Cluster (WFTC). Any WFTC is — with regard to the particular conceptual
category — 100% productive. Therefore, the productivity of the individual WF Types may be
computed internally, within the WFTC, as a share of the individual WF Types of the total
number of complex words belonging to the given WFTC.

2.3.3. Productivity of Morphological Types

Any WF Type may have various morphological representations (wood-cutter (=N+V+er) —
novelist (N+ist) — writer (V+er) — cheat (conversion) — oarsman (N+s+man) —
transformational grammarian (A+N-+ian) — bodyguard (N+N), etc.). All of these different
morphological structures represent various Morphological Types. Since they are used to coin
new complex words falling within one and the same conceptual category (Agent, in our
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example), they represent a single Morphological Type Cluster (MTC). Any MTC is — with
regard to the particular conceptual category — 100% productive, and the productivity of the
individual Morphological Types may be computed internally, within the particular MTC.

2.3.4. Productivity of Word-Formation Rules

Word-Formation Rules are constituted by the unity of WF Types and Morphological Types.
Thus, the conceptual category of Agent category may be exemplified, inter alia, by the
following WF Rules:

(21) a. Action — Agent

Verb er (driver)
b. Instrument — Agent

Noun (s) man (oarsman)
C. Object — Action — Agent

Noun  Verb er (wood-cutter)

From this it follows that the WFR is constituted by the unity of the onomasiological and
onomatological structures.

2.3.5. Justification

The reason for preferring this approach to the calculation of Productivity Rate is that
it makes it possible to examine productivity from different viewpoints reflecting both
linguistic and supralinguistic levels;
it takes into consideration all new words (not just some WF processes like affixation);
it restricts itself to actual words (i.e. words coined in response to the needs of a
particular speech community) in order to avoid the one-sided formalism of the
mainstream discussion on word-formation.

From the previous discussion it follows that productivity is conceived as an implemented
capacity reflecting the naming needs of a particular speech community. As suggested in
Stekauer (1998, 2001), what seems to be crucial is that by coining a new word in response to
the specific demand of a speech community the particular language manifests its productive
capacity to provide a new, well-formed linguistic sign by employing its productive types/rules
whenever need arises. By implication, inclusion in the model of the extra-linguistic factor
(speech community) makes it possible to eliminate the notion of overgeneration.

This approach is in accordance with Bauer who maintains that “[t]he fact remains ... that the
production of new words may be the only evidence the observer has of this potential, and the
lack of new words appears to deny the potential” (2001: 21) and that “...words are only
formed as and when there is a need for them, and such a need cannot be reduced to formal
terms” (2001: 143). In principle, the conception of productivity as implemented capacity
corresponds with Bauer’s (2001) notion of ‘profitability’.

Obviously, the proposed model of computing the productivity takes dictionaries as its basic
source of data. This is not viewed as its drawback. It is believed that the method can be
advantageously applied to the determination of productivity in selected lexical fields
(sciences, sports, culture, etc.) as captured — generally fairly well — in a number of special-

6  Which means that ‘our’ word-formation component (unlike, for example Halle’s (1973) and Allen’s (1978)

does not ‘generate’ possible, but ‘non-existing’ words, i.e., it does no more than is actually needed by a
speech community.
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purpose dictionaries. It can also be applied to identify the latest trends in coining new naming
units thanks to the dictionaries of neologisms and/or lists of new words as published, for
example, in American Speech. Since productivity changes are not the matter of weeks,
months, nay even one or two years, the time lag of covering these trends by dictionaries does
not seem to be a relevant objection against this method. Moreover, it may be proposed that
studying the general productivity should be subordinated to the determination of the
productivity in the individual spheres of life as captured by special-purpose dictionaries.
Namely, it may be postulated that the situation and the trends in coining new words in the
fields like, for example, medical research versus fashion pursue different trajectories. From
this it follows that any generalizations based on unequal amount, structure, and range of data
may be fairly misleading.

The model proposed can be illustrated by the results of a case study focussed on the names of
INSTRUMENTS (including tools, devices, machines, equipment, appliances, implements,
apparatus, etc.) in the English-Slovak Technical Dictionary by A. Caforio (1996) under the
arbitrarily selected letter “S”. The analysis of 192 naming units indicates that — out of the five
Onomasiological Types — the most productive is Onomasiological Type 3, with over 55%
Productivity Rate, followed by Onomasiological Type 1 with 28% PR, Onomasiological Type
2 with 12.5% PR, and conversion (almost 5% PR). From this it follows that there is a very
strong tendency to morphematic representation of the Actional semantic component of the
onomasiological structure (over 80% of all naming units).

At the level of WF Types, the most productive is the [Action®™™®*Instrument] type with
more than 55% PR, followed by [Object—Action™™**Instrument] with 15% PR. The limited
sample indicates the tendency for Instrumental names to leave the determining constituent of
the OM unexpressed, thus producing less specialized terms to the benefit of higher-level
generalizations, and — by implication — broader applicability of the instrumental naming units.

At the level of Morphological Types, the [Action™™®*Instrument] type, for example, is
dominated by the [stem + -er/-or] MT (e.g. sensor, slipper, selector) the productivity of
which amounts to almost 72 %. The remainder is represented by the [stem — stem] MT with
over 25 % productivity (e.g. suction funnel, search coil, summation instrument), and
conversion (e.g. slide, rule). Again, important conclusions can also be drawn at this lowest
productivity level, i.e., the most frequently employed Morphological Type for Instrumental
names is one with the -er/-or suffix.

This outline indicates that the proposed model makes it possible to draw relevant conclusions
by interrelating all word-formation processes at various levels of generalization, depending on
the specific needs of analysis.

2.3.6. Word-Formation as Creativity within Productivity Constraints

The terms ‘creativity’ and ‘productivity’ are usually understood as mutually excluding
principles in coining new words. While productivity is said to be rule-governed, creativity is
conceived of as any deviation from the productive rules. In the present context, creativity is
used in a different meaning in which it is complementary with productivity. First, the logical
spectrum (conceptual level) does not necessarily lead to one single Onomasiological
Structure. For illustration, if we try to form a naming unit for ‘a person who meets space
aliens on behalf of the human race’ the logical spectrum may yield various word formation
types, such as Theme — Action — Agent, Location/Theme— Action — Agent, Location — Action
— Agent, Object/Location — Action — Agent, Object — Action — Agent. Second, these different
Word-Formation Types may be assigned various morphological realizations by the MSAP
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principle, for example,

(22) a. Theme — Action — Agent
human race representative (Onomasiological Typel)
homosapience representative (Onomasiological Type 1)
b. Location/Theme — Action — Agent

earth-representative (Onomasiological Type 1)

earth ambassador (Onomasiological Type 2)

world ambassador (Onomasiological Type 2)
c. Location — Action — Agent

intergalactic diplomat (Onomasiological Type 2)

interstellar diplomat (Onomasiological Type 2)
e. Object/Location — Action — Agent

extra-terrestrial greeter (Onomasiological Type 1)

space alien meeter (Onomasiological Type 1)

outerspace wellcomist (Onomasiological Type 1)
f. Object — Action — Agent

contactee (Onomasiological Type 3)

greeter (Onomasiological Type 3)’

Example (22) thus illustrates what can be labeled as creativity within productivity
constraints. It illustrates, on the one hand, different onomasiological realizations of
a particular logical spectrum, and, on the other hand, different onomatological realizations of
various onomasiological structures. It is the interaction between the conceptual,
onomasiological, and onomatological levels which — within the limits of productive types and
rules and the relevant constraints — provides certain space for a creative approach to word-
formation (as it follows from several options in our example). This meaning of creativity
emerges from a cognitive onomasiological approach. The inclusion of speech community in
the model and viewing each new naming unit as a result of a very specific and real act of
naming by a coiner makes it possible to reflect in the present model individual preferences,
the influence of one’s age, education, and profession, as well as one’s linguistic family
background (in a bilingual setting), fashionable trends, etc., i.e., the sociolinguistic factors
which may affect the application of the MSAP in those cases that provide more than one
option. Thus, it is in this sense of ‘creativity within productivity constraints’ that the presented
onomasiological approach treats word-formation, and in particular, the relation between
productivity and creativity. This brings us to an experimental research aimed at the
application of the ‘multilevel’ computation of productivity and at demonstrating the validity
of the concept of word-formation as creativity within productivity constraints. For that
purpose, we will present sociolinguistically oriented evidence.

3. Sociolinguistic Research into WF Productivity
3.1. General

It is generally accepted that word-formation processes are never totally unrestricted, and even
the most productive affixes seem to be subject to certain structural constraints (Plag 1999:
35). In the literature on word-formation, a number of restrictions upon productivity were
mentioned. In addition to the ‘traditionally’ adduced systematic constraints,® including

7 The examples in (22) were proposed by Native speakers.

8 For a comprehensive review of various restrictions as well as blocking theories see Plag (1999), Bauer
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phonological, morphological, lexical, syntactic, and semantic ones, both Bauer (2001) and
Plag (1999) list some other, extra-linguistic factors, including

(a) Pragmatics (because of denotation and connotation of some WF patterns they are not in
common use, e.g. suffix -some in words like twosome. In principle, twenty-five-some may
be possible, but it is not usual because we do not usually operate with groups of 25
people);’

(b) Aesthetics, e.g., word-length;

(c) ‘Accidents of cultural history’, e.g., a person whose job is to sell things happens not to
be called seller since salesman/saleswoman is the established form. In these cases there is
no linguistic reason for the current usage, it just so happens that a particular possible form
has not become part of the norm;'"

(d) Failure of hypostatisation: Coining a new word presupposes that there is an entity to be
denoted by the new word. If there is no such entity, there is no need for a word."

It appears, however, that in spite of abundant literature on productivity constraints, there is at
least one factor that has been neglected and that deserves attention of morphologists, in
particular, the sociolinguistic factor. We believe that productivity of Onomasiological Types,
Word-Formation Rules/Types, and Morphological Types is also affected by sociolinguistic
factors which may be divided into two groups:

(1) Horizontal factors, including the previous linguistic experience. This factor plays its role
in multinational countries, such as the USA, Australia, Great Britain, and in fact,
a number of other countries due to the growing migration. There are millions of people
whose grandparents, parents, or they themselves were born and have lived in a
linguistically different environment.
Interestingly, while the factor of linguistic interference has been a topic of many treatises
focussed on grammar, pronunciation, etc., the issues of interference in word-formation
has not been — to our knowledge — studied yet.

(i1) Vertical factors, including various social strata, education levels, professions, etc. It goes
without saying that these factors affect the extent of actively and passively mastered
vocabulary of a speaker, and hence influence his/her linguistic behaviour, which cannot —
in our view - remain without effects upon the formation of new naming units.

Given these postulates, it may be proposed that any act of word-formation is a kind of
intersection of three factors:

(1) the pressure of the productivity of individual Onomasiological/Word-
Formation/Morphological Types and Word-Formation Rules within the respective
conceptual-semantic clusters;

(i1) the extent of experience (including no experience) with a native language other than
English;

(2001), and Rainer (2005).

For a review of pragmatic factors (fashionability, demand, attitudinal function, hypostatization, nameability)
see Plag (1999).

This is not to say that constraints on productivity of any type are absolute. In the case of ‘accidents of cultural
history’, for example, the blocking principle can be ‘overpowered’ by a particular Word-Formation Type
gaining in productivity (for any reasons, including, inter alia, those concerning voguish use).

That the situation can change can be illustrated by *loather. Bolinger (1975: 109) notes that this word is not
an actual word of English not because it cannot be formed, but because “we have no use for it. What retinue
of people would it designate?”. Bolinger’s view is also referred to by L. Bauer (2001: 43). However, Ingo
Plag, (personal communication) drew our attention to “numerous nice attestations of this word on the internet
(two even in dictionaries).”
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(ii1) vertical sociolinguistic factors.

As it follows from experimental data, the latter two factors have their say at the
onomasiological and the onomatological levels of the word-formation model (Figure 1), that
is, at the level of conceptually identified logical-semantic structure establishing the basis for
the act of naming, and at the level of its linguistic expression (assignment of WF bases and
affixes to semes). It is these two levels that provide — as we believe — sufficient space for the
operation of extralinguistic factors. In other words, it is at these levels that one’s naming
preferences may be implemented as the above-mentioned sociolinguistic factors may affect a
coiner’s selection (influenced by his/her former mother language word-formation patterns,
education, extent of his active vocabulary, the register used in his/her social stratum and
occupation, etc.) of one or the other affixation type, a verbal compound type, a non-verbal
(primary) compound type, a conversion, blending (to use traditional terminology), etc.

3.2. Experimental Research
3.2.1. General

Our experimental research was aimed at identifying the validity of our hypothesis concerning
the influence of sociolinguistic factors upon the productivity in word-formation, in particular,
the role played by linguistic background, education, and profession.

For the sake of our experiment, a questionnaire was developed (see Appendix 1). The basic
task of the informants was to give names to ‘objects’ for which there did not exist any
corresponding names in English at the time of our experiment. To avoid inconsistency, all the
objects to be named were conceived of as Agents. Our decision to concentrate on Agents was
motivated by a relatively large number of different rules that make it possible to coin Agent
names.

To avoid any distortion of results due to one-sided/inappropriate formulation of the
experimental task, we decided to provide our informants with a questionnaire consisting of
two basic parts, with the first part including three differently formulated naming tasks. The
first was a selection task. Each object to be named was briefly characterized, e.g., ‘a person
who frequently interrupts other people when they are talking’. The characterization of the
object of naming was followed by a set of options. In this particular case, they included
interrupter, interruptist, butt-in, butter-inner, cutter-in, cutman, interposer, and a few others.
In addition, the final option in each set was ablank line which could be filled in if an
informant did not find any of the options offered to be a suitable way of naming the object.

Task 2 differed from Task 1 in not containing any options. The informants had to propose
their own naming units based on a brief specification of the object to be named, for instance,
‘Suppose that space aliens were about to land on Earth for the first time. What would you call
a person who was supposed to meet them as a representative of the human race?’

Task 3 replaced wording by a drawing of a situation in which an object performs some
unusual activity, for example:
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Figure 2

Part 2 was of a different nature. The purpose was to identify any possible differences in
linguistic (naming) behaviour of various groups of language users with respect to
unproductively coined naming units, i.e., naming units which were formed in defiance of
relevant productivity constraints. For this purpose, five naming units were formed:
engroupment, thinnen, swimmee, sleepable, and satisfactority. These naming units violate
different productivity constraints.

The views of the suffix -ment, by means of which engroupment was formed, differ. While
Bauer (1983: 49) maintains that this suffix does not seem to be productive any more, others
like Plag (1999: 72-75) and Adams (2001: 28) demonstrate that -ment is low productive. It
follows from Plag’s analysis that the best candidates for -ment derivation are verbs ending in
the suffix -en, having a disyllabic bases with stress on the second syllable, and with a prefix
like be-, en-. As Plag notes, “[t]he preference for prefixed stems is especially obvious with
stems containing the prefixes eN- and be-, which seem to take -ment obligatorily” (1999: 73).
Thus, engroupment is possible as it meets the specified restrictions. On the other hand, the
specific WF pattern is low productive. In addition, engroupment violates the ‘Avoid
Synonymy Principle’ (Kiparsky 1982) because its place in the system has already been filled
in with group and grouping.

For thinnen the constraint is different: the inchoative suffix -en only attaches to monosyllabic
stems if and only if they end in an obstruent, optionally preceded by a sonorant (Halle 1973).
Furthermore, the suffix -en does not seem to be productive any more (Lieber 2004: 76).

The selection of swimmee based on the [V+ -ee]y pattern requires a more detailed explanation.
As suggested by Barker (1998: 708), the suffix -ee can be viewed as a counterpart of -er, and
“it 1s possible to entertain the hypothesis that the conditions for use of -ee are defined
negatively, in contrast to those for -er: -er picks out subject participants, and -ee covers
everything else.” As he, however, notes this hypothesis faces the problem of the existence of a
considerable number of -ee nouns referring to subject participants. This is confirmed by
Lieber (2004, 2005), who points out that while -er nouns “most often form personal agent
nouns, and -ee most often forms patient/theme nouns, not infrequently we find precisely the
opposite situation, where -er and its cohort form patient nouns and -ee agent or at least
subject-oriented nouns” (2005: 404).

Moreover there are instances of both -ee and -er attached to the same WF base having
synonymous meaning (escapee/escaper, absentee/absenter, arrivee/arriver, etc.) (Barker
1998: 709). Based on the analysis of a large corpus, Barker arrives at a conclusion that there
are at least three types of -ee derivations that are productive: direct object, indirect object, and
subject. Our swimmee is the subject type. This possible naming unit safely meets two of three
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of Barker’s (1998) semantic conditions imposed on productive -ee derivation. First, it meets
the condition of sentience'? of the referent referred to by swimmee. Second, it meets the
semantic constraint of ‘episodic linking’, according to which “the referent of a noun phrase
headed by an -ee noun must have participated in an event of the type corresponding to the
stem verb” (1998: 711). In this particular case, swimmee participates in a swimming event.
Problematic is the third semantic constraint, defined as ““a lack of volitional control on the part
of its referent either over the occurrence or the duration of the qualifying event itself or (given
a punctual qualifying event) over its immediate direct consequences” (1998: 717). Being a
subject type swimmee refers to Agent, but the category of Agency implies volition. Thus, for a
swimmee to preserve the ‘lack-of-volition’ constraint it would have to mean the action into
which a swimming person is forced somehow — in contrast to swimmer, who, in principle,
does his/her activity voluntarily, fully based on his will."

It follows from the above discussion that swimmee is a possible naming unit that can be
produced by a productive WF rule. What made us include this word in the ‘unproductivity’
test is the much more productive competitor, the -er-based pattern that underlies the existing
and well-established Agent noun swimmer. Thus, while the -ee Agent noun is possible (other
meanings of -ee nouns, such as Patient or Theme can hardly be expected as was also
manifested by our subsequent experimental research) it is blocked on a general Agentive level
by a much more productive WF rule that has already produced a firmly established
(institutionalized) naming unit swimmer. On a fine-grained semantic level, the blocking is
eliminated by the ‘volition — lack of volition’ opposition. The question behind the inclusion in
the experimental ‘unproductivity’ research of swimmer was whether the informants (native
speakers) will perceive this kind of semantic distinction.

As it will follow from the results of our experiment, while almost each of our native speaker
informants was able to propose a sentence in which they used swimmee, the vast majority of
them find swimmee to be ‘extremely unlikely’ or ‘somewhat unlikely’ just because the uses
proposed were in the absolute majority of cases connected with the Agent-based interpretation
that did not distinguish the ‘volitional’ constraint. In fact, none of our native speaker
informants referred to the volitional aspect of the swimming action. As such the meaning of
swimmee was to the vast majority of the informants blocked by swimmer."

The suffix -able, which occurs in our naming unit sleepable, does not meet the traditionally
adduced restrictions, summarised in Anderson (1992: 186):

(23) WEFR: [X]v — [Xobl]agj
Condition: [X]y is transitive (i.e., [+ NP])
Syntax: ‘Object’ argument of [X]y corresponds to ‘Subject’ of [ Xobl]ag
Semantics: ‘(VERB)’ — ‘capable of being VERBed’

Sleepable is intransitive and there is hardly any acceptable reading that would meet the
syntactic condition. From the semantic point of view, it rather features a ’property meaning’,
to use Plag’s (2004) term. Importantly, as noted by Plag (ibid), “the forms exhibiting the
property meaning are in a clear minority. In fact, this pattern has ceased to be productive as

12 Which means reference to an Animate entity.

3 Even this is not quite so: a professional swimmer training is a hard drill under the control of a coach, and not
always in accordance with the will of the swimmer.

Instead of the volition-related constraint, proposed by Barker, some of the informants distinguished between
swimmee and swimmer in terms of ‘swimming skill’, mostly in favour of swimmer. The unequal skill, ability,
and capacity per se (in any activity) do not, however, seem to be a sufficient justification for a productive
WF process. This would lead to an extremely high number of naming units and a considerable overload of a
language user’s memory.
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early as the 17" century...” All these facts imply that sleepable is a good candidate for our
unproductivity test.

Finally, satisfactority violates the constraint according to which -ity is only productive (is
potentiated — Williams 1981) in combination with the productive -able function, which maps
transitive verbs to adjectives. By implication, the domain of the -ity function f;, is the function
Javies and its range is the composed function f.»u (Raffelsiefen 1992).

This task was thus aimed at recognizing the ‘sensitivity’ of different groups of speakers to
productivity constraints and the ‘inappropriately’ coined words. The informants were given
a five-degree scale, including the options of ‘extremely unlikely’, ‘somewhat unlikely’,
‘likely’, ‘very likely’, and ‘extremely likely’. In addition, they were asked to give an example
of a sentence, including an “‘unproductively’ coined word.

The questionnaires were collected (and the informants were approached) in various ways, in
particular through personal contacts, through our students and friends in English-speaking
countries, through the Internet LinguistList service, and finally, through a special-purpose
www.page. It follows that it was fairly difficult to meet the initial goal of having the
individual subgroups per profession, occupation, and different linguistic background evenly
distributed. In any case, we believe that the extent of the sample made it possible to
accomplish the basic objectives of our experimental research and to draw relevant
conclusions. The sample of informants was divided into two groups, the native speakers
whose parents were born in an English-speaking country (language proficiency A in the
questionnaire), i.e., those who were not influenced at home by immediate contact with a
different language; and native speakers whose parents were not born in an English-speaking
country plus non-native speakers living in an English-speaking country (language proficiency
B and less in the questionnaire), i.e., those whose English competence had to cope with the
influence of another language. The former group (speakers unconnected with another native
language) has been subdivided accordingly into various subgroups by occupation (students,
educators, ‘other’ professions), and by education (high school, college, graduate). The latter
group (speakers connected with another language) has been divided into groups based on the
morphology of noun, namely, synthetic/agglutinative, synthetic/fusional, analytic/isolating,
and polysynthetic. Due to very low numbers of informants (three), the polysynthetic group
was not taken into consideration.

3.2.2. General Analysis
3.2.2.1. Native Speakers

The experiment encompassed 145 native speakers from various English-speaking countries,
mostly from the USA. The total number of ‘responses’ amounts to 4 tasks times 5 subtasks
per each, which gives 20 responses per informant, which, ideally, adds up to 2,900
‘responses’ in total. However, the actual number of responses is smaller (1,531) for two major
reasons:

1. Not all of the informants completed all sub-tasks.

2. Some informants did not specify all relevant data within the demographic information
section of the questionnaire, and therefore their replies could not be taken into account in all
parts of our analysis;

The number of 1531 responses was further reduced down to 1300 relevant responses that
became an object of our analysis. The difference of 231 responses that were eventually
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eliminated from consideration follows from the fact that our research was focused on the
productivity in word-formation, and therefore all those naming units proposed by the
informants which resulted from sources other than productive word-formation were
eliminated from the scope of analysis:
They were mostly proposals based on semantic shift of an already existing word — in
which case no new naming unit comes into existence.
In addition, only those naming units were taken into account that indicated the
meaning specified by the descriptive wording or drawing. Therefore, we disregarded
proposals like ambassador, welcomer, ET, and President of the USA for ‘a person
meeting space visitors’; risk-taker, show-off, crazy, mad, retard, daredevil, weirdie for
‘a person riding on car-body top’; comedian, platinum record, idiot, cruel, and joker
for ‘a person frequently joking about blondes’, weird, to denote ‘a person who dials a
telephone number with a feather’, zoologist for ‘someone who does research about
spider webs’; perfectionist, fussy, meticulous gardener, biologist, and frowny face for
‘a person cutting grass with a knife’; show-off, Michael Jordan and monkey for ‘a
basketball player who always hangs onto the rim after a slam-dunk’, macho and
acrobat for ‘a person lifting weights on a crane’; time-killer for ‘a person tying
shoelaces to customers’, etc. They are either ‘mere’ extensions of the original
meanings, or are too general to say anything relevant about the actual mission/activity
of the individual objects to be named.
We also eliminated those naming units that do not correspond with the productive WF
types in English or are ungrammatical in any other way, for example, arachologue,
slam duckle, pedlacier, person flying over car, believer in miracles, researcher on
spider webs, etc.
- Finally, the following analysis does not take into consideration the names of Patients'’
that also occurred in the experiment. This leaves us with 1,300 responses.
Importantly, since the focus of our research is on WF productivity rather than on individual
naming units the following analysis concentrates on types and rules. Brief comments on some
interesting cases of individual naming units are given in 3.2.6.

3.2.2.2. Productivity of Onomasiological Types

As already suggested above, there are two contradictory tendencies in language, the tendency
to the economy of expression and the tendency to the explicitness of expression (clarity of
communication). If we analyse the results in view of scale (i) specified in Section 2.2.4.1, that
is to say, in view of the complexity of onomasiological structure, we find out that the total
number of responses for the onomasiologically ‘explicit’ types 1, 2 and 3 is 1,272 and that for
the ‘non-explicit’ type 5 is 28 (Table 1). No naming units were based on Type 4. From the
point of view of scale (ii), in particular, the explicitness of the onomatological level, it may be
concluded that the number of explicit types (Type 1) roughly corresponds with the number of
‘economic’ types (51.54% : 48.46%)).

Moreover, the central role is played by those Onomasiological Types (Types 1 and 2) whose
determined constituent (i.e., the Action-representing constituent) is explicitly represented by a
morpheme. In total, they represent 75% of all naming units. This result is not surprising
because it is this constituent that is vital to the understanding of new naming units. The
Actional constituent namely relates the onomasiological base with the determining constituent
of the mark in Onomasiological Type 1 thus significantly contributing to the interpretability
of such naming units. Also in type 2, the determined constituent clearly indicates the ‘Action’
of the Agent represented by the onomasiological base. Thus, for example, the determined

!5 Patient is here defined as ‘Bearer of State’. Examples from our experiment include car-topped guy,
obsessionist, clone, etc.
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constituent of the mark (surf) in roof-surfer clearly and unambiguously identifies the relation
between the polar members of the onomasiological structure, i.e., roof and -er, and makes the
interpretation of this naming unit easy. On the other hand, a naming unit falling within the
scope of type 3, i.e., roofer, makes the process of meaning interpretation pretty demanding
just because there is no Actional constituent that would appropriately identify the relation
between the polar members of the onomasiological structure represented by the morphemes

roof and -er. As aresult, the number of possible interpretations of roofer is considerably
high.'¢

The Onomasiological Type 2 variant of the same ‘object’, i.e., surfer is more valuable in
terms of meaning predictability than the type 3 variant because it identifies the actual Action
of the Agent.

There is no Agentive naming unit of Type 4. In general, however, this Onomasiological Type
is highly valuable in terms of easy interpretation because the direct connection between the
unstructured mark and the base at the onomasiological level gives no chances for multiple
interpretations. This can be exemplified by a Patient name that occurred in our research, sub-
clone, where the mark sub- directly specifies the Quality of Patient clone.

Given our results, however, type 4 does not seem to be a productive type for Agent names for
the simple reason that it usually specifies the Quality rather the Action performed by Agent.

No. of responses PR (%)

OT1 670 51.54
OT2 299 23.00
OT3 303 23.31
OT4 0 0.00
OT5 28 2.15
Total 1300

Table 1: Predictability Rate of Onomasiological Types (native speakers)

3.2.2.3. Productivity of Word-Formation Types

Since the experiment examined the naming preferences of English speakers in the field
Agents (1300 responses), i.e., persons performing some Action, the dominant position of
WFTs [Object—Action—Agent], [Action—Agent] and |[Theme—Action—Agent] is not
surprising: since Agents are human beings performing some Action, the presence of the
determined constituent of the onomasiological mark (which, as we already know, stands for
Action in general) is expected.

The most productive types in our research indicate two basic tendencies in the naming
‘behaviour’ of native language users. First, they select a more general naming unit because
they either wish to increase its extension, for example, to avoid the exclusion of some
unpredictable special-purpose cases, or, because the scope of Agent’s Action is vaguely
defined. In our experiment, one such reason which contributes to the productivity of the
[Action—Agent] WFT to the detriment of a more explicit type was the fact that some of our
informants were not quite sure about the specific nature of the broadly conceived activity to
be named — for example, the ‘grass-cutting’ and the ‘shoe-lacing’ drawings (cf. Appendix 1).

Second, in the majority of cases, there is an effort of native language users to be more specific

' For a theory of meaning predictability of naming units coming into existence by word-formation processes
see Stekauer (2005a).
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(circumstances-permitting) and express those categories which are inherently related to
Action, such as Object of Action, Instrument of Action, Theme of Action, Location of Action,
Time of Action, etc. Consequently, there is no wonder that the [Object—Action—Agent] WFT
1s the most productive in our sample, with 416 responses, yielding the Productivity Rate of
32.0%. The PR of the [Theme—-Action—-Agent] WFT is 17.3%, [Instrument—Action—Agent]
10.4%, and [Location—Action—Agent] 9.1%. The PR of the above commented, more general
WEFT [Action—Agent] is 23.4%. These five WFTs represent about 92% of all Agentive
naming units in the native-speaker group of informants, which clearly indicates their high
productivity, on the one hand, and a minor role played by the remaining WFTs.

PR (%)
Object—Action—Agent 32.00
Action—Agent 23.38
Theme—Action—Agent 17.31
Instrument—Action—Agent 10.38
Location—Action—Agent 9.08

Table 2: Predictability Rate of Word-Formation Types (native speakers)
3.2.2.4. Productivity of Morphological Types'

The number of options for Morphological Types is not large as it is limited by the
combinability of stems and affixes, subdivided (in English) into prefixes and suffixes. Since
Agentive functions are primarily expressed by suffixes in English, those Morphological Types
are more productive which combine stems (S) with suffixes.> While the most productive
Morphological Type [S+S+suffix] (PR=47%) corresponds with the expectations stipulated in
3.2.2.1.2 above, i.e., that a more explicit structure is preferred, the distribution of MTs in
terms of implicit and explicit structures is roughly balanced, with the two most productive
MTs being two-constituent structures [S+suffix] (37%) and [S+S] (11%), respectively. On the
other hand, the MTs with a suffix in the role of onomasiological base clearly prevail with 85%
PR.

(PR%)
S + S + suffix 46.67
S + suffix 37.41
S+8S 11.29

Table 3: Predictability Rate of Morphological Types (native speakers)

3.2.2.5. Productivity of Word-Formation Rules

Word-Formation Rules result from the operation of the Morpheme-to-Seme-Assignment
Principle, which means that they reflect the interrelation between the onomasiological and the
onomatological levels. As such, they should reflect the basic tendencies in the domain of

' The cases of OT5 are not included for obvious reasons. Thus, the number of responses taken into

consideration for Agents is 1 275, those for Patients is 165.
The naming units with man in the position of onomasiological base are classified as stem-based units in spite
of the fact that a number of authors treat this element as semiaffix.

2
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Word-Formation Types (onomasiological level) and Morphological Types (onomatological
level). Therefore, since the most productive WFT is [Object—Action—Agent], since the most
productive MT is [S+S+suffix], since Objects of Action are usually expressed by nouns, and,
finally, since it is generally known that the -er suffix is the most productive Agentive suffix in
English (much more productive than its competitors, like -ist, -ant, -ee, -ian) one may expect
the dominating position of the following WFR

(24) Object—Action—Agent
N \Y -er

And actually, the results bear out this postulate, as it follows from Table 4. The prominent
position of the ‘-er-for-Agent’ structures is strengthened by the fact that the four most
productive WFRs are of this sort, with their share of the total number of Agentive WFRs
exceeding 50%. In addition, it can be concluded from Table 4 that WFRs with stems in the
function of an onomasiological base are far from being high-productive in English.

PR (%)
Object—Action—Agent (N V -er) 20.92
Action—Agent (V -er) 17.85
Theme—Action—Agent (N V -er) 10.62
Location—Action—Agent (N V —er) 7.08
Object—Action—Agent (N 0 —ist) 4.38
Instrument—Action—-Agent (N 0 -ist)  4.23
Action—Agent (V N) 2.69

Instrument—Action—-Agent (N V -er)  2.23

Table 4: Productivity Rate of Word-Formation Rules (native speakers) — Agents
3.2.3. Influence of Occupation
3.2.3.1. Analysis of the Experimental Data

Taking the general picture, discussed in Section 3.2.2, as a reference point, we can proceed to
the comparison of the data obtained for the individual groups of informants, based on their
occupation. The available sample of informants necessitated their division into three groups,
in particular, students, teachers, and ‘other’ professions. The sample included 60 students, 35
educators, and 50 ‘other’ professions who produced 1531 (1300 for Agents and 231 for
Patients) responses in total. The latter group of occupations was originally subdivided into
those of civil servants, natural scientists and engineers, managers, manual workers, and
medical doctors, but the data of all these sub-groups had to be cumulated into one because of
insufficient number of questionnaires per subgroups. As aresult, we obtained three basic
occupational groups of comparable sample size.

3.2.3.1.1. Onomasiological Types

The data offered in Table 5 indicate that there are differences between the groups of students
and teachers on one hand, and the ‘other’ professions, on the other. They mainly concern
Onomasiological Type 1 where the respective Productivity Rates are 53.86% and 57.30%, for
the first two informant groups, and much lower in the ‘other’ group (43.25%). This is,
naturally, projected onto the situation in Onomasiological Types 2 and 3 where the PRs in the
‘other’ professions are the highest of all. Since the main difference seems to be between those
who are in education professions and those who are not, the students and educators have been
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grouped together in the statistical tests. (OT4 has been left out of the chi-square test because it
was zero for all groups.)

The tendency emerging from the data outlined is that while the language speakers belonging
in the education-oriented professions, including education-related major activity (study), tend
to form more comprehensive naming units, aimed at maximum explicitness and accuracy of
‘labeling’ the objects of naming, the speakers belonging in the ‘other’ professions prefer
morphematically reduced ways of expression (economy of expression) (Type 2), and/or
vaguer naming units with broader extension, the meaning of which is more difficult to predict
(Type 3). Thus, in this particular case, we witness a different treatment by the representatives
of different groups of professions of the above-indicated conflict between the explicitness of
expression and the economy of expression.

Education Professions Non-education Professions
No. of responses 900 400
OT1 497 (55.2%) 173 (43.3%)
OT2 193 (21.4%) 106 (26.5%)
OT3 193 (21.4%) 110 (27.5%)
OT4 0 0 (0%)
OT5 17 (1.9%) 11 (2.8%)

Chi-square = 16.089 p=.001 df=3

Table 5: PR (%) of Onomasiological Types by occupation (native speakers)
3.2.3.1.2. Word-Formation Types

The five most productive WFTs follow the tendencies from the general discussion of
Onomasiological Types. Also here, the PR values of more explicit Word-Formation Types in
the education-oriented groups are higher than those in the non-education group, even if the
differences are not significant by a chi-square test, and are distributed among the individual
WEFTs to give the indicated cumulative effect — the PRs of three-constituent WFTs are
generally higher in the education-oriented occupations than in the third group of informants.
The tendency observed for Onomasiological Types gets the most persuasive support from the
[Action-Agent] type whose PR in the ‘non-education group’ (25.75%) clearly outscores those
for the other two groups (22.61% and 21.35%, respectively).

The largest number of different WFTs has been found in the group of students (16). The other
two groups proposed naming units belonging in 14 different WFTs. This high number of
different WFTs used and the differences between the individual occupational groups provide
unequivocal evidence of the validity of the concept of word-formation as ‘creativity within
productivity constraints’.

Education Non-education

Professions professions
Object—Action—Agent 283 (34.4%) 130 (32.5%)
Action—Agent 199 (24.2%) 103 (25.8%)
Theme—Action—Agent 158 (19.2%) 67 (16.8%)
Instrument—Action—Agent 97 (11.8%) 38 (9.5%)
Location—Action—Agent 86 (10.5%) 32 (8.0%)

chi-square =2.907 p=0.5735 df =4
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Table 6: PR (%) of the top five Word-Formation Types by occupations (native speakers)
3.2.3.1.3. Morphological Types

The explicitness-economy conflict and its occupation-based solution at the level of
Onomasiological Types is unambiguously acknowledged at the level of Morphological Types
by similar PR differences: while a three-constituent structure [S+S+suffix], in which all three
constituents of the onomasiological structure are morphematically expressed, dominates the
education-related groups (47.47% and 50.57%, respectively, versus 41.09% for the ‘other’
group), the highest PR in the ‘other’ professions is achieved by the [S+suffix] structure
(42.12% versus 36.59% for students and 33.71% for educators), and the PR of another
relatively productive two-constituent structure, [S+S], is also higher in this group of
informants (13.18% versus 11.07% for students and 10.29% for educators).

Education Non-education
professions professions
S + S + suffix 438 (51.3%) 164 (41.1%)
S + suffix 319 (37.4%) 168 (42.1%)
S+S 97 (11.4%) 53 (13.2%)
Other 46 (5.1%) 15 (3.6%)

chi-square = 9.252 p =0.0261 df =3

Table 7: PR (%) of the most productive Morphological Types by occupations (native speakers)
3.2.3.1.4. Word-Formation Rules

The above-mentioned results are weakly supported by the data of the domain of Word-
Formation Rules. In principle, they detail the general results obtained for Onomasiological
Types, and therefore the results cannot differ significantly. By implication, the most
productive WFR for education-related professions in the field examined is (25):

(25) Object—Action—Agent
N A% -er

i.e. an explicit, three constituent structure both at the onomasiological and the onomatological
levels. For non—education professions, this WFR is surpassed by a two constituent WFR

(26) Action—Agent
\% -er

by one response. In the education fields, a slightly higher percentage of the WFRs are based
on Onomasiological Type 1, while the WFRs without morphematic expression of the
determining constituent of onomasiological structure play a more important role among the
‘other’ professions.
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Education Other

Professions professions
Object—Action—Agent (N V —er) 198 (37.5%) 74 (18.5%)
Action—Agent (V -er) 157 (29.7%) 75 (18.8%)
Theme—Action—Agent (N V —er) 106 (20.1%) 36 (9.0%)
Location—Action—Agent (N V-er) 67 (12.7%) 25 (6.25%)

Chi-square = 2.663 p=.4465df=3
Table 8 PR (%) of the most productive Word-Formation Rules by occupations (native speakers)
3.2.3.2. Summary

In summarizing the observations based on the experimental data, the following may be
concluded: There is an obvious tendency indicating different strategies in the naming acts in
two different groups of language users. While the education-process-related English language
users incline to those Onomasiological, Word-Formation, and Morphological Types and
Word-Formation Rules that are more explicit, thus capturing the objects to be named in
amore comprehensive way, the ‘other’ professions prefer brevity of expression, i.e., they
favour economy of expression, simpler, more general, and therefore, less definite naming
units. The first tendency is interpretation-friendly, because the meaning of a more explicit
naming structure is more easily interpretable and predictable. The latter tendency favours the
opposite universal feature of language, i.e., the effort for the maximum possible economy of
speech to the detriment of clarity of expression.

3.2.3.3. Perception of ‘Unproductivity’

The data indicate that the perception of ‘unproductivity’ among native speakers in general is
fairly strong. While almost all informants gave relevant examples of use of unproductive
coinages in sentences they prevailingly reject these words as extremely unlikely. In particular,
out of 708 responses, 397 (56.1%) fall within the ‘extremely unlikely’ class of answers, and
176 responses (24.9%) in the class of ‘somewhat unlikely’. Thus, the sample words are
considered to be unlikely to over 80%. Yet, there are some differences among the individual
naming units, with the greatest number of ‘likely-oriented’ responses being for sleepable — the
only naming unit in this sample, for which there is more ‘somewhat unlikely’ votes than
‘extremely unlikely’ ones. In addition, the number of ‘likelys’ is fairly high. The great
majority of the ‘likelys’ are connected with the meaning of ‘apt for sleeping’, mostly with the
Location argument, in some cases also with the Temporal argument, for instance, ‘That bed
looks very sleepable’, ‘This noise maked the room far from sleepable’, ‘The bears about to go
to hibernation could be considered in a sleepable state’, etc.

The data indicate that the constraint, in particular, the subcategorization restriction permitting
the suffix -able to combine with transitive verbs only, does not seem to be so strongly
anchored in the minds of language users as the other restrictions covered in our experiment.

The differences among the individual occupation groups in terms of their respective
perception of such naming units are not significant, with the exception of sleepable, in which
case the ‘extremely unlikely’ votes are distributed with steps by about 10 per cent: 18.3% for
students, 28.6% for educators, and 39.6% for other professions. With this naming unit, the
percentage of ‘likely’ responses among the students is extraordinarily high — as much as
28.3%.
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In general, the number of ‘very likely’ and especially ‘extremely likely’ responses approaches
zero in the majority of cases, with the exceptions apparently being related to individual,
idiosyncratic, usually stylistically motivated evaluation of a particular sample naming unit (as
suggested by three of the informants who avoided classifying swimmee and sleepable as
‘extremely unlikely’ but emphasized that they could imagine the use of such words in
‘jocular’ context only).

The dominating prevalence of the ‘extremely unlikely’ and ‘somewhat unlikely’ responses
suggests that the informants, irrespective of their occupation, have a strong awareness of
‘grammaticality’, hence of the relevant productivity constraints. On the other hand, the
existence of a relatively high number of the ‘likely’ responses acknowledges their feeling for
a creative approach to their language. This mainly applies to the group of students who most
readily accept unconventional naming units and break the existing rules. This does not seem
to be a surprise, and might be accounted for psychologically by the dynamism of the young
generation compared to the more conservative generation of their parents.

Legend: EU — extremely unlikely
SU — somewhat unlikely
L - likely
VL — very likely
EL — extremely likely

Students Educators  Other professions

Engroupment

EU 31 (52.5%) 18 (52.9%) 33 (67.3%)
SuU 19 (32.3%) 13 (38.2%) 11 (22.4%)
L 8 (13.6%) 1 (2.9%) 5(10.2%)
VL 1 (1.7%) 1 (2.9%) 0 (0%)

EL 0 (0%) 1 (2.9%) 0 (0%)
Chi-square =3.910 p=0.4183 df=4 (L, VL, and EL were combined)
Thinnen

EU 30 (50.8%) 26 (76.5%) 35 (72.9%)
SuU 20 (33.9%) 5 (14.7%) 5(10.4%)
L 8 (13.6%) 1(2.9%) 4 (8.3%)
VL 1 (1.7%) 2 (5.9%) 3 (6.3%)
EL 0 (0%) 0 (0%) 1 (2.1%)
Chi-square = 11.699 p=0.0197 df =4 (L, VL, and EL were combined)
Swimmee

EU 32 (53.3%) 24 (70.6%) 35 (74.5%)
SuU 18 (30.0%) 7 (20.6%) 6 (12.8%)
L 9 (15.0%) 2 (5.9%) 4 (8.5%)
VL 1 (1.7%) 1 (2.9%) 2 (4.3%)
EL 0 (0%) 0 (0%) 0 (0%)

Chi-square = 7.192 p=0.1260 df=4 (L, VL, and EL were combined)

Sleepable
EU 11(18.3%) 10(28.6%) 19 (39.6%)
SuU 17 (28.3%) 18 (51.4%) 13 (27.1%)

L 17 (283%)  5(143%) 14 (29.2%)
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VL 12 (20.0%) 2 (5.7%) 2 (4.2%)
EL 3 (5.0%) 0 (0%) 0 (0%)
Chi-square = 15.608 p =0.0035 df =4 (L, VL, and EL were combined)
Chi-square = 21.629 p = 0.0014 df =6 (VL and EL were combined)

Satisfactority

EU 35(58.3%) 26 (78.8%) 32 (66.7%)
SuU 11 (18.3%) 4 (12.1%) 9 (18.8%)
L 8 (13.3%) 2 (6.1%) 3 (6.3%)
VL 4 (6.7%) 1 (3.0%) 3 (6.3%)
EL 2 (3.3%) 0 (0%) 1 (2.1%)

Chi-square =4.758 p=0.3130 df=4 (L, VL, and EL were combined)

Table 9: Perception of ‘unproductivity’ by native speakers'
3.2.4. Influence of Education

In reference to various incorrect interpretations of compounds, such as house-bird glass,
Gleitman/Gleitman (1970) relate their misinterpretation to the educational level of language
users. Their informants fell within three different educational groups: (a) graduate students
and PhD’s in various fields; (b) undergraduates and college graduates; and (c) secretaries with
high school degrees. In many cases, their informants from the group of secretaries proposed
various ‘unacceptable’ readings which corresponded to the compound glass house-bird, glass
bird-house, or a paraphrase like a house-bird made of glass (in contrast to PhD informants
who avoided such errors). The analysis of their research results made Gleitman & Gleitman
conclude that there were “very large and consistent differences among these subjects of
differing educational background” (1970: 117) and that “[t]he less educated groups make
more errors, and to a significant extent make different errors than the most-educated group”
(ibid. 128). While the research of the Gleitmans concerns the predictability of meaning, i.e.,
the interpreter’s pole rather than the coiner’s pole, it indicates that the level of education may
play arole in word-formation, in general, and in the productivity of word-formation, in
particular. No wonder, productivity of Word-Formation Rules appears to be one of the factors
influencing the predictability of novel complex words (cf. Stekauer 2005).

In analyzing the questionnaires, our native speaker informants was divided into three groups,
including those with high school, college, and graduate education. The total number of
responses taken into consideration in evaluating the research data was 1,276 for the category
‘Agents’ nouns.

3.2.4.1. Analysis of the Experimental Data
3.2.4.1.1. Onomasiological Types

The data for the Onomasiological Type 1 show a rising curve in the direction towards higher
education level, though a chi-square test cannot establish significance. The Onomasiological
Type 1 PR of the graduate group is noticeably higher than that of the high-school informants.
This is compensated for by the higher PRs of the high-school and college informants for the
other three Onomasiological Types. The highest PR in the Onomasiological Type 3 (one
without the morphematic expression of the Actional constituent) is attributable to the
informants with the lowest education-level, with the PR curve falling down towards the

' Note: Not all informants provided answers to all individual tasks. Hence the numbers may differ.
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higher-educated speakers. The data indicate the preference of higher educated people for
explicit way of expression, and the preference for more general way of expression in the
lower educated language users.

High school College Graduate
No. of responses 245 715 316
OT1 119 (48.6%) 358 (50.1) 176 (55.7%)
OT2 57 (23.3%) 171 (23.9) 69 (21.8%)
OT3 63 (25.7%) 169 (23.6) 68 (21.5%)
OT4 0 (0%) 0 (0 %) 0 (0%)
OT5 6 (2.5%) 17 (2.37% 3 (1.0%)

Chi-square = 5.655 p = 0.4629 df =6 (OT4 was excluded from calculations)

Table 10: PR (%) of Onomasiological Types by education (native speakers)

3.2.4.1.2. Word-Formation Types

Given the previous data, the downward-leading PR curve in the direction towards higher

education for the [Action-Agent] WFT was expected. As with the majority of other tables,
the ranking of the individual WFTs is the same for all three groups of informants.

High school College Graduate
No. of responses 245 715 316
Object—Action—Agent 77 (31.5%) 212 (29.7%) 102 (32.3%)
Action—Agent 70 (28.5%) 188 (26.3%) 71 (22.4%)
Theme—Action—Agent 47 (19.2%) 125 (17.6%) 49 (15.4%)
Instrument—Action—Agent 24 (9.6%) 75 (10.5%) 33 (10.6%)
Location—Action—Agent 16 (6.5%) 44 (8.1%) 33 (10.6%)
Other 11 (4.6%) 57 (7.9%) 28 (8.8%)

Chi-square = 13.378 p=0.2032 df=10

Table 11: PR (%) of top 5 Word-Formation Types by education (native speakers)
3.2.4.1.3. Morphological Types

The data for the [S + S + Suffix] structure in Table 12 acknowledge the growing importance
of a more complex morphematic representation of complex onomasiological structure, i.e.,
more precise expression with the growing education of language users (even though the
differences in PR between the high-school and college informants are minimal).

High school College Graduate
No. of responses 245 715 316
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S + S + suffix 107 (43.7%) 317 (44.4%) 151 (47.9%)
S + suffix 105 (42.9%) 290 (40.5%) 119 (37.8%)
S+S 24 (9.8%) 81 (11.2%) 25 (7.9%)

Chi-square =8.690 p=20.1917 df=6

Table 12: PR (%) of the most productive Morphological Types by education (native speakers)

3.2.4.1.4. Word-Formation Rules

The level of Word-Formation Rules used for the coining of Agent names seemingly does not
bear out the different naming strategies of the speakers of different education levels; this bears
on the data obtained for the top PR WFRs. It goes without saying that the different strategies
revealed at the levels of Word-Formation Types and Morphological Types must find their
mapping also in the domain of WFRs. The differences, however, are not so conspicuous,
because they are scattered among the numerous low PR WFRs. An indicator of such low PR
range differences is the last WFT given in Table 13, showing a PR gap of about 3% between
the graduate speakers, on one hand, and the other two groups, on the other. The PR gap of 3%
in the low predictability level range is striking.

High school College Graduate
Number of responses 245 715 316
Object—Action—Agent
N A% -er 56 (22.7%) 145 (20.3%) 71 (22.4%)
Action—Agent
A% -er 50 (20.4%) 146 (20.4%) 63 (19.9%)
Theme—Action—Agent
N \Y -er 29 (11.9%) 78 (10.8%) 27 (8.5%)
Location—Action—Agent
N \% -er 15 (6.2%) 44 (6.2%) 29 (9.1%)

Chi-square = 6.3676 p=0.6061 df=38
Table 13: PR (%) of most productive Word-Formation Rules by education
3.2.4.2. Summary

Tables 10 - 13 suggest, albeit weakly, that education seems to exerts influence upon the
approach to word-formation. There is a noticeable inclination of higher educated people to
label objects of extra-linguistic reality as precisely as possible and, for this purpose, to employ
more extensive naming structures. Lower educated informants demonstrated their preference
for more ‘economic’ expressions to the detriment of clarity and precision of new naming
units.

3.2.4.3. Perception of ‘Unproductivity’
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High school College Graduate

Number of responses 34 92 34
Engroupment

EU 21 (61.8%) 52 (56.5%) 24 (70.6%)
SuU 11 (32.4%) 28 (30.4%) 8 (23.5%)
L 2 (5.9%) 9 (9.8%) 2 (5.9%)
VL 0 (0 %) 2 (2.2%) 0 (0%)
EL 0 (0%) 1(1.1%) 0 (0%)
Chi-square = 3.358 p=0.4998 df=4 (L, VL, and EL were combined)
Thinnen

EU 19 (55.9%) 25(63.0%) 28 (82.4%)
SuU 10 (29.4%) 22 (23.9%) 3 (8.8%)
L 2 (5.9%) 12 (13.0%) 1 (2.9%)
VL 3 (8.8%) 0 (0%) 2 (5.9%)
EL 0 (0%) 0 (0%) 0 (0%)
Chi-square = 5.7480 p=0.2187 df =4 (L, VL, and EL were combined)
Swimmee

EU 21 (61.8%) 57 (62.0%) 26 (76.5%)
SuU 6 (17.7%) 23 (25.0%) 5 (14.7%)
L 6 (17.7%) 9 (9.8%) 1 (2.9%)
VL 1 (2.9%) 2 (2.2%) 2 (5.9%)
EL 0 (0%) 1 (1.1%) 0 (0%)

Chi-square =4.1656 p=0.3840 df=4 (L, VL, and EL were combined)

Sleepable

EU 9(26.5%) 25(27.2%) 15 (44.1%)
SU 10 (29.4%) 27 (29.4%) 12 (35.3%)
L 9(26.5%) 27(29.4%) 5 (14.7%)
VL 5014.7%) 11 (12.0%) 1 (3.0%)
EL 1 (3.0%) 2 (2.2%) 1 (3.0%)
Chi-square = 6.556 p=0.1613 df=4 (L, VL, and EL were combined)
Satisfactority

EU 20 (58.8%) 59 (64.1%) 30(88.2%)
SU 6 (17.7%) 14 (15.2%) 3 (8.8%)
L 5(14.7%) 9 (9.8%) 0 (0%)
VL 3 (8.8%) 6 (6.5%) 1 (2.9%)
EL 0 (0.0%) 4 (4.4%) 0 (0%)

Chi-square = 9.040 p=0.0601 df=4 (L, VL, and EL were combined)
Table 14: Perception of ‘unproductivity’ by native speakers

While none of these distributions can be shown to be significant by a chi-square test (though
satisfactority comes close), the data still show some suggestive trends. Consistently, the
‘extremely unlikely’ assessment is higher for the ‘graduate’ group. This holds true of all five
‘unproductively’ formed sample naming units. These results suggest that people with more
education make stronger judgments of grammaticality. People with more education could
very likely be more committed to notions of correctness, including for Word-Formation
Rules, and thus are more reluctant to accept words that appear ‘ungrammatical.” The
differences between college and graduate informants follow the same trend, though the
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differences are smaller. In general, the negative attitude to the ungrammaticality of coinages
grows with the education of native speakers, with the major leap in this attitude characterizes
the graduate group of the informants.

To conclude, the unproductivity experiment data provide us with another piece of evidence of
education-related differences in the naming strategies.

3.2.5. Influence of Other Languages

3.2.5.1. General

The sample of informants encompasses 109 speakers' presently living in an English speaking
country, but born to parents coming from non-English speaking countries. The data acquired
from questionnaires indicate that while their parents are fluent in their mother tongue none of
them can speak English with proficiency corresponding to a native speaker.

The expected total number of questionnaire responses (4 tasks with 5 sub-tasks each accounts
for 20 responses per informant) provided by 109 informants is 2180. In fact, they provided
1012 relevant responses for the category of Agent nouns. The reasons why some of the
responses have had to be excluded from the analysis are analogical to those in the native-
speaker group of informants.

The sample includes some sociolinguistically complicated cases. Thus, for example, although
an informant was born in Holland, his/her native language is Vietnamese and his/her parents
were born in China and Vietnam. Another case is an informant born in Moldova with
Romanian as a native language. One of his/her parents was born in Germany with Russian as
a native language, and the other parent was born in Moldova with Romanian as a native
language. Since the language most frequently spoken at home is also Romanian he is analyzed
in the group of analytic/isolating languages. The same criterion is applied to an informant
born in Switzerland one of whose parents was born in France with French as a native
language.

The informants were divided into four groups based on the morphological typology of
languages. It is generally known that there are hardly any morphologically pure languages.
Given the focus of our experimental research on Agentive nouns, in classifying the languages
the most important criterion was the prevailing morphological features of nouns. As a result
we obtained the following groups

SYNTHETIC/AGLUTTINATING (19 informants) — Korean, Japanese, Finnish, Hungarian,
Estonian, Armenian, Swedish, Norwegian, Tagalog, Tonga

SYNTHETIC/FUSIONAL (17 informants) — German, Slovak, Russian, Polish, Croatian,
Czech, Ukrainian, Arabic, Urdu

ANALYTIC/ISOLATING (73 informants) —French, Portuguese, Romanian, Italian, Spanish,
Dutch, Chinese, Bulgarian, Bangla, Samoan, Creol, Afrikaans, Mandarin, Chinese,
Vietnamese, Cantonese

POLYSYNTHETIC (3 informants) — Indonesian, Laotian, Hmong

3.2.5.2. Analysis of the Experimental Data

' The actual number of informants was 112. However, the group of polysynthetic language speakers was too

small (3 informants). By implication, these informants were not included in our analysis.
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3.2.5.2.1. Productivity of Onomasiological Types

The most noticeable difference between native speakers and non-native speakers as
demonstrated in Table 15 is the respective roles played by Onomasiological Types 1 and 3 in
these two groups of informants. With the other three Onomasiological Types featuring almost
identical productivity, the PR for the Onomasiological Type 1 is higher by about 4 % in the
non-native group, and the PR of the Onomasiological Type 3 is lower by the same value in
the same group of informants.

We may surmise that one of the reasons for this difference is as follows: since the informants,
falling within the non-native group, do not master English as fluently as native speakers
(levels B and lower in the questionnaire) their linguistic uncertainty makes them try very hard
in the naming act to make their ‘products’ as comprehensible as possible, and therefore, most
explicit. For this reason, they prefer Onomasiological Type 1. Obviously, this is a possible
psychological motivation behind this preference. The second reason may be connected with
the structural characteristics of the non-English languages that were shaping the linguistic
behaviour of the informants in the past.

Native speakers Non-native speakers

No. of responses 1300 1012

OT1 670 (51.5%) 561 (55.4%)
OoT2 299 (23.0%) 236 (23.3.1%)
OT3 303 (23.3%) 193 (19.1%)
O0T4 0 (0%) 0 (0%)
OT5 28 (2.2%) 22 (2.2%)

Chi-square 6.4094 p =0.0933 df=3 (OT4 was excluded from calculations)

Table 15: PR (%) of Onomasiological Types (non-native speakers)
3.2.5.2.2. Productivity of Word-Formation Types

The differences discussed in the previous section cannot be, for obvious reasons, manifested
at the level of WFTs. In spite of this fact, the agreement of the respective PRs is surprisingly
high. While the top WFT ranking agreement was expected the PR differences are
extraordinarily small (for the top five WFTs in succession: 0.19; 0.26; 0.61; 1.37; and 1.77 %,
respectively).

Native speakers Non-native speakers
No. of responses 1300 1012
Object—Action—Agent416 (32.0%) 322 (31.8%)
Action—Agent 304 (23.4%) 234 (23.1%)
Theme—Action—Agent 225 (17.3%) 169 (16.7%)
Instrument—Action—Agent 135 (10.4%) 119 (11.8%)
Location—Action—Agent 118 (9.1%) 74 (7.3%)

Chi-square = 4.6546 p=10.4594 df=5
Table 16 PR (%) of the top five Word-Formation Types (non-native speakers)

3.2.5.2.3. Productivity of Morphological Types
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The suffix-based Morphological Types of [S+S+suffix] and [S + Suffix] for Agent names is
understandable with respect to the large number of Agentive suffixes in English. When the
central suffix-based Agent types are added up, they represent 84.08% for the native group and
77.67% for the non-native group. What makes the two groups of informants different is the
much stronger role of the [S + suffix] MT in the native group of speakers (37.41% compared
to 28.66% in the non-native group), and, on the other hand, a slightly higher PR of the
[S+S+suffix] MT in the non-native group. These data correspond with the observations
concerning the productivity of Onomasiological Types.

Native speakers Non-native speakers
No. of Responses 1300 1012
S + S + suffix 607 (46.7%) 496 (49.01%)
S + suffix 486 (37.4%) 290 (28.66%)
S+S 147 (11.3%) 163 (16.11%)

Chi-square =26.1042 p <.0001 df =3

Table 17: PR (%) of Morphological Types (non-native speakers)
3.2.5.2.4. Productivity of Word-Formation Rules

The results for the Onomasiological Types are also mapped onto the level of Word-Formation
Rules. First, while in the group of native speakers there is one WFR in the ‘top 5 chart’ in
which the determined constituent of the onomasiological mark is not expressed, there is no
such WFR among the top five in the non-native group. Second, the strong position of OT2 is
supported by two WFRs among the top 5, in which the determining constituent is not
expressed (ranks 2 and 5) as opposed to only one such WFR in the native speaker group.

Native speakers Non-native speakers
No. of Responses 1300 1012
Object—Action—Agent
N \Y% -er 272 (20.9%) 222 (21.9%)
Action—Agent
A% -er 232 (17.9%) 159 (15.7%)
Theme—Action—Agent
N A% -er 138 (10.6%) 121 (11.96%)
Location—Action—Agent
N \Y -er 92 (7.1%) 65 (6.4%)
Action—Agent
A% N 35 (2.7%) 57 (5.6%)

Chi-square = 16.3394 p=0.0059 df=5

Table 18: PR (%) of Word-Formation Rules (non-native speakers)

3.2.5.2.5. Summary
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The comparison of the naming behaviour of the native and the non-native informants has
shown considerable and significant differences. Their naming strategies appear to differ
primarily in the non-native group of speakers laying much greater emphasis on the ‘accuracy
of naming’, which implies explicitness especially in relation to the determined constituent of
onomasiological mark.

3.2.5.3. Comparison of Three Cohorts of Influencing Languages

Given the non-existence of a word-formation typology of languages, the ‘background’
languages were divided into three groups, based on the morphological typology of noun, that
is, the synthetic/agglutinating, synthetic/fusional, and analytic/isolating types. The fourth
group, the polysynthetic type, was represented by only three informants, representing three
languages (Indonesian, Laotian and Hmong), and therefore, it was not included in the
analysis.'

3.2.5.3.1. Onomasiological Types

An overview of the results for Onomasiological Types is given in Table 19.

Native speakers Non-native linguistic background
Agglutinative Fusional Analytic

No. of
responses 1300 180 161 671
OT1 670 (51.5%) 109 (60.56%) 94 (58.39%) 358 (53.35%)
OT2 299 (23.0%) 38 (21.10%) 38 (23.60%) 160 (23.85%)
OT3 303 (23.3%) 28 (15.56%) 28 (17.40%) 137 (20.42%)
OT4 0 (0%) 0 (0%) 0 (0%) 0 (0%)
OT5 28 (2.2%) 5(2.78%) 1 (0.62%) 16 (2.38%)

Chi-square = 12.6218 p = 0.1804 df = 9 (native v. all)
Chi-square = 7.21461 p = 0.0653 df = 3 (native v. agglutinative)
Chi-square = 5.21562 p = 0.1566 df = 3 (native v. fusional)
Chi-square = 2.17689 p = 0.5365 df = 3 (native v. analytic)

Table 19: PR (%) of Onomasiological Types by language background

A crucial observation following from Table 19 is that the hypothesis of the influence of the
influence of language background seems to have been confirmed. English is predominantly an
analytic language and therefore the results obtained from native speakers should be closest to
those obtained from the isolating/analytic group of background languages. The data seem to
suggest this, though the differences don’t rise to statistical significance. There is a striking
similarity between the naming tendencies in these two groups of informants, while the
agglutinative and the fusional background languages deviate from the ‘native’ data in a
noticeable way, as reflected in their lower p-values in the chi-square test. This primarily
concerns the role played by Onomasiological Types 1 and 3. Furthermore, it is no surprise
that the agglutinative group’s PR for OT1 is the highest of all. This may be explained — in

' The classification of the languages in terms of the morphology of noun was based on Krupa/Genzor/Drozdik

(1983), Comrie (1981), and the Internet sources, http://www.paul-raedle.de/vtrain/db-xx-info.htm,

http://www.geocities.com/indoeurop/tree/balk/armenian.html, http:/
www.cambridge.org/uk/catalogue/catalogue.asp?isbn=0521573785&ss=exc. _ http://www.linguistics.emory

.edw/POLY GLOT/morphology.html, and on personal communication. Therefore, we wish to express our
gratitude for help to Jan Don, A. Olofsson, S. Valera, and M. Volpe.
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http://www.linguistics.emory.edu/POLYGLOT/morphology.html
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addition to the psychological reasons relevant to all three groups of non-native language
background — by the morphological characteristics of agglutinative languages, aiming at
expressing complex morphological meanings within one word.

3.2.5.3.2. Word-Formation Types

An overview of the results for Word-Formation Types is given in Table 20.

Native speakers Non-native linguistic background
Agglutinative Fusional Analytic

No. of
responses 1300 180 161 671
Object-Action-Agent 416 (32.0%) 62 (34.4%) 50(31.1%) 210(31.3%)
Action-Agent 304 (23.4%) 38 (21.1%) 38(23.6%) 158 (23.6%)
Theme-Action-Agent 225 (17.3%) 26 (14.4%) 27 (16.8%) 116 (17.3%)
Instrument—Action—Agent 135 (10.4%) 22 (12.22) 20 (12.42) 77 (11.48)
Location-Action-Agent 118 (9.1%) 13 (7.22) 11 (6.83) 50 (7.46)

Chi-square = 11.201 p=0.7382 df =15 (native v. all)
Chi-square = 2.6524 p=0.7533 df =15 (native v. agglutinative)
Chi-square = 3.5797 p=0.6113 df =5 (native v. fusional)
Chi-square = 6.8404 p =0.2327 df =5 (native v. analytic)

Table 20: PR (%) of Word-Formation Types by language background

Table 20 gives support to the observations given in 3.2.5.3.1. In each of the top five Word-
Formation Types the PRs of native speakers and the ‘analytic’ language background group of
informants are closer to each other than the results obtained from the other two groups, even if
the differences between the PRs are small in general. Nonetheless, the ‘native-analytic’
comparison features extraordinarily small differences: 0.7; 0.17; 0.03; 1.10; and 1.62
respectively, for the first five WF Types.

3.2.5.3.3. Morphological Types

An overview of the results for Morphological Types is given in Table 21.

Native speakers Non-native linguistic background
Native Agglutinative Fusional Analytic
No. of
Responses 1300 180 161 671
S+S+suffix 607 (46.7%) 99 (55.0%)  85(52.8%) 312 (46.5%)
S+suffix 486 (37.4%) 47 (26.1%) 41 (25.5%) 202 (30.1%)
S+S 147 (11.3%) 22 (12.2%) 29(18.0%) 112 (16.7%)
Other 60 (4.6%) 4 (2.2%) 5(3.1%) 25 (3.7%)

Chi-square = 32.5464 p=0.0001 df =9 (agglutinative v. all)
Chi-square = 10.107 p=0.0176 df=3 (agglutinative v. native)
Chi-square =2.1152 p=0.5488 df =3 (agglutinative v. fusional)
Chi-square = 5.6579 p=0.1294 df =3 (agglutinative v. analytic)

Table 21: PR (%) of Morphological Types by language background

Given the prevailing word-formation tendencies in the languages under evaluation, one might,
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in general, expect major differences in Morphological Types and Word-Formation Rules. This
follows from the purely formal nature of the traditional classification of word-formation
processes. Thus, we might expect that the share of the suffix-based types and rules in
agglutinative languages will be higher than that in the native group of speakers and in the
other two groups of background language. These expectations have been confirmed to a
considerable degree, especially with regard to the [S+S+suffix] Morhpological Type where
the dominance of the agglutinative background is dominant, especially with regard to the
native speaker and the isolating background groups of informants. The only unexpected
outcome is an even lower PR of the [S+S] MT in the native speaker group than the PR of the
same type in the agglutinative group. A remarkable parallel between the Productivity Rates of
the suffixed MTs in the native and the ‘isolating background’ groups can also be traced here,
with the exception of the [S+S] type.

3.2.5.3.4. Word-Formation Rules
An overview of the results for Word-Formation Rules is given in Table 22.

Native speakers Non-native linguistic background
Agglutinative Fusional Analytic

No. of

Responses 1300 180 161 671
Object—Action—Agent

N \Y% -er 272 (20.9%) 49 (27.2%) 36(22.4%) 137 (20.4%)
Action—Agent

\Y% -er 232 (17.9%) 26 (14.4%) 24 (14.9%) 109 (16.3%)
Theme—Action—Agent

N \Y -er 138 (10.6%) 19 (10.6%) 22 (13.7%) 80 (11.9%)
Location—Action—Agent

N \Y -er 92 (7.1%) 12 (6.7%) 11 (6.8%) 42 (6.3%)
Action—Agent

A% N 35 (2.7%) 8 (4.4%) 12 (7.4%) 37 (5.5%)

Chi-square = 23.5232 p =0.0736 df = 15 (native v. all)
Chi-square = 6.3357 p=0.2749 df =5 (native v. agglutinative)
Chi-square = 13.4806 p=0.0192 df =5 (native v. fusional)
Chi-square = 11.6355 p=0.0401 df =5 (native vs. analytic)

Table 22: PR (%) of Word-Formation Rules by language background

Table 22 also demonstrates a coincidence between the native speakers and those with the
analytic language background. The PRs of the most productive WF Rule in the two groups of
informants are almost identical, significantly differing from the agglutinating background PR,
and the same situation may be observed for the second most productive WF Rule. For other
WEFRs the differences between the individual groups of informants are minimal.

3.2.5.4. Comparison of the ‘Unproductivity’ Results
3.2.5.4.1. Native vs. Non-native Speakers (as a Whole)
If we concluded in Sections 3.2.3.3 that the perception of unproductivity in native speakers is

very strong Table 23 shows us that a similar statement is applicable to the non-native
informants. In spite of this general conclusion, there are certain differences between the two
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groups of speakers of English. While the share of the ‘extremely unlikely’ responses in the
native group is 56.1%, in the group of non-native speakers it is less (50.0%) which indicates
that the pressure of productive WF rules is perceived by native speakers a little stronger. This
tendency has been borne out in three of the five ‘unproductively’ coined naming units. Two
gaps are significant: almost 16% for satisfactority and over 12% for engroupment. This
difference is mostly compensated at the next lower level, the level of ‘somewhat unlikely’
answers. In one case (thinnen) we might speak of a draw because the percentages were almost
identical (64.54% vs. 64.76%). The non-native speakers manifested about 3% higher distaste
for sleepable.

The non-native speakers feature higher percentages at the medium assessment level, i.e., at
the level of the ‘likely’ answers. The biggest assessment gap at this level is observed for
satisfactority (10%); in two other cases, swimmee and sleepable, the gap is about 5% in
favour of the non-native speakers.

The results are not very conclusive in one or the other direction. What may be assumed based
on them is that native speakers are slightly more ‘aware’ of the productive WF processes. On
the other hand, the differences are not significant. In both groups of respondents, we can
observe certain will to creative ‘experimentation’ which depends on the nature of the
constraint violated. Table 23 gives a comparison of the two groups of informants for the
individual ‘non-words’.

Native speakers Non-native speakers

Number of responses 142 109
Engroupment
EU 82 57.8%) 51 (46.8%)

SuU 43 (30.3%) 41 (37.6%)
L 14 (9.9%) 9 (8.3%)
VL 2 (1.4%) 6 (5.5%)
EL 0 (0.0%) 2 (1.8%)
Chi-square = 3.2609 p=0.20 df =2

Thinnen

EU 92 (64.5%) 72 (66.1%)
SuU 30 (21.3%) 26 (23.9%)
L 13 (9.2%) 9 (8.3%)
VL 6 (4.3%) 1 (0.9%)
EL 1 (0.7%) 1 (0.9%)
Chi-square = 1.0166 p = 0.60 df =2

Swimmee

EU 91 (64.50%) 59 (54.1%)
SuU 31 (22.00%) 32 (29.4%)
L 15 (10.60%) 14 (12.8%)
VL 4 (2.80%) 4 (3.7%)
EL 0 (0%) 0 (0.0%)

Chi-square =2.8198 p=0.24 df =2

Sleepable
EU

40 (28.00%)

36 (33.0%)



SU 48 (33.60%)

L 36 (25.20%)
VL 16 (11.20%)
EL 3 (2.10%)
Chi-square = 0.7811 p=0.68 df =2
Satisfactority

EU 93 (66.00%)
SU 24 (17.00%)
L 13 (9.20%)
VL 8 (5.70%)
EL 3 (2.10%)

Chi-square =4.4179 p=0.11df=2
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35 (32.1%)
30 (27.5%)
7 (6.4%)
1 (0.9%)

58 (53.2%)

23 (21.1%)

17 (15.6%)
7 (6.4%)
4 (3.7%)

Table 23: Perception of ‘unproductivity’: Native vs. non-native informants

3.2.5.4.2. Non-Native Speakers (Individual Types)

As for the internal structure of the non-native informants, a clearly highest resistance to
unproductively coined naming units is exercised by those with a fusional language
background, much higher than the other two groups of informants. With the exception of
satisfactority, the differences between the individual groups of informants are very high. For
example, thinnen, the difference between agglutinative and the fusional groups is over 40%.

We have no explanation for these results. By all accounts, however, the acceptability/non-
acceptability of a naming unit coined by violating a restriction on productivity is not

influenced by the type of a background language.

Native

Number of responses 142

Engroupment

EU 82 (57.8%)
SU 43 (30.3%)
L 14 (9.9%)
VL 2 (1.4%)
EL 0 (0%)

Non-native
Agglutinative Fusional
(19) (17)

9(47.4%) 10 (58.8%)
7 (36.8%) 5(29.4%)
2 (10.5%) 1 (5.9%)
1(5.3%) 0 (0%)

0 (0%) 1 (5.9%)

Analytic
(73)

32 (43.8%)
29 (39.7%)
6 (8.2%)
5 (6.9%)
1 (1.4%)

Chi-square = 4.5140 p = .61 df= 6 (native vs. all types; L, VL, and EL combined)
Chi-square = 0.8366 p = .66 df =2 (native vs. agglutinative; ; L, VL, and EL combined)
Chi-square = 0.0094 p = .99 df =2 (native vs. fusional; ; L, VL, and EL combined)
Chi-square = 4.0221 p =.13 df =2 (native vs. analytic; ; L, VL, and EL combined)

Thinnen

EU 92 (64.5%)
SU 30 (21.3%)
L 13 (9.2%)
VL 6 (4.3%)
EL 1 (0.7%)

9 (47.4%) 15 (88.2%)
7(36.8%)  1(5.9%)
3(15.8%)  1(5.9%)
0 (0%) 0 (0%)

0 (0%) 0 (0%)

48 (65.8%)
18 (24.7%)
5 (6.9%)
1 (1.4%)
1 (1.4%)

Chi-square = 7.9900 p =.24 df= 6 (native vs. all types; L, VL, and EL combined)
Chi-square = 2.6456 p=.27 df =2 (native vs. agglutinative; ; L, VL, and EL combined)
Chi-square = 3.8233 p=.15 df =2 (native vs. fusional; ; L, VL, and EL combined)



Chi-square = 1.0520

Swimmee
EU

SU

L

VL

EL
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p=.59 df =2 (native vs. analytic; ; L, VL, and EL combined)

91 (64.5%) 11(57.9%) 14 (82.4%) 34 (46.6%)

31 (22.0%) 3(15.8%)  3(17.7%) 26 (35.6%)

15 (10.6%) 5(263%) 0 (0%) 9 (12.3%)
4 (2.8%) 0 (0%) 0 (0%) 4 (5.5%)
0 (0%) 0 (0%) 0 (0%) 0 (0%)

Chi-square = 13.7123 p=.03 df=6 (native vs. all types; L, VL, and EL combined)
Chi-square = 7.12163 p =.03 df =2 (native vs. agglutinative; ; L, VL, and EL combined)
Chi-square = 21.0597 p <.0001 df = 2 (native vs. fusional; ; L, VL, and EL combined)
Chi-square = 11.4897 p =.0031 df = 2 (native vs. analytic; ; L, VL, and EL combined)

Sleepable

EU

SU

L

VL

EL

Chi-square = 3.7022
Chi-square = 0.7358
Chi-square = 2.9737
Chi-square = 0.1414

Satisfactority

EU

SuU

L

VL

EL

Chi-square = 6.7976
Chi-square = 1.4154
Chi-square = 1.8914
Chi-square = 4.3977

40 (28.0%) 7(36.8%)  7(412%) 22 (30.1%)
48 (33.6%) 5(263%)  7(412%) 23 (31.5%)
36 (25.2%) 6(31.6%)  3(17.7%) 21 (28.8%)
16 (11.2%) 0 (0%) 0 (0%) 7 (9.6%)
3(2.1%) 1(53%)  0(0%) 0 (0%)

p=.7169 df =6 (native vs. all types; L, VL, and EL combined)
p=.6921 df =2 (native vs. agglutinative; ; L, VL, and EL combined)
p=.2260 df =2 (native vs. fusional; ; L, VL, and EL combined)
p=.9317 df =2 (native vs. analytic; ; L, VL, and EL combined)

93 (66.0%) 10 (52.6%)  9(52.9%) 39 (53.4%)

24 (17.0%) 5(263%)  5(29.4%) 13 (17.8%)

13 (9.2%) 421.1%)  2(11.8%) 11 (15.1%)
8 (5.7%) 0 (0%) 0 (0%) 7 (9.6%)
3(2.1%) 0 (0%) 1(5.9%)  3(4.1%)

p=.3399 df= 6 (native vs. all types; L, VL, and EL combined)
p=.4927 df =2 (native vs. agglutinative; ; L, VL, and EL combined)
p =.3884 df =2 (native vs. fusional; ; L, VL, and EL combined)
p=.1109 df =2 (native vs. analytic; ; L, VL, and EL combined)

Table 24: Perception of ‘unproductivity’ (%): Native vs. Non-native informants

3.2.6. Additional Remarks

3.2.6.1. Double Formal Indication of Agent — Redundancy in Word-Formation

Strangely, the questions of word-formation redundancy have been paid little attention in the
relevant literature." The redundancy phenomenon in word-formation is closely related to one
of the central points of discussion of our research, in particular, the conflict between the

explicitness of expression and the economy of expression.

Double indication of a single conceptual category runs counter to the very notion of the
economy of expression, and counter to a linguistic notion that there should be one to one
correspondence of conceptual and formal categories in word-formation. Certainly, the state of
isomorphy is an ideal one in morphology in general. In practice, there are a number of cases
where asingle conceptual category is represented in alanguage by anumber of

' Important exceptions to this rule are Plag (1999) and Lieber (2004).
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allomorphs/synonymous morphemes (Agent nouns themselves are a case in point). What is
rare in the English language, however, is the doubling of the same formal means within one
naming unit, which introduces redundancy. This is captured by Lieber’s Redundancy
Restriction (2004: 161):

a) The Redundancy Principle
Affixed do not add semantic content that is already available within a base
word (simplex or derived).

Therefore, it may be surprising to find relatively numerous cases of this sort in our research,
including butter-inner, hanger-onner, butter-innist; weberer, shoe-tier-upper, grass-cutter-
upper, on the one hand, and bird-fisherman, shoe-tierman, hangerman, on the other. The
former type, characteristic of nonstandard and informal language and casual, perhaps jocular,
speech , may be accounted for by language users feeling uncomfortable putting Agentive
suffix on the particle of phrasal verbs. Yet, at the same time, they recognize that agentive
suffixes go at the end, so they end up putting a suffix on the particle as well as the verb. With
reference to the phrasal verb butt in, the American member of the evaluative team finds butter
inner more ‘natural’ than butt inner or even butter in. This assumption has been
experimentally acknowledged: the proportion between the occurrences of butter inner and
butter in our research is 17 to 8, with zero occurrence of butt inner. As for the internal
structure of butter inner, students selected it most of all occupational categories — nine times,
which is more than 50%. On the other hand, the situation with hanger onner is quite opposite.
Its three occurrences represent just 50% of the occurrences of hanger-on. Butter-innist only
occurred once, and its ‘author’ is a female manager from Great Britain.

Weberer is a different case because to web is not a phrasal web, and is difficult to explain. We
suspect that it is related to double comparatives that show up — somehow speakers do not
recognize the first suffix and end up putting another suffix on. Let us recall the fairly recent
movie called Dumb and Dumberer which is a sequel to Dumb and Dumber. This naming unit
only occurred once, and was proposed by afemale informant in the category of
‘Management’. The informant lives in Great Britain.?

3.2.6.2. Suffix -sky (-insky)

This suffix occurred in the naming unit buttinsky, apparently attached to the verbal base butt-
in in the meaning ‘someone who has something to do with V’. It is certainly not a common
suffix across varieties of English; rather, it seems to be an Eastern U.S. regionalism. There is
definitely something playful or slangish about it. Its origin may be supposed to be in the -sky
formative encountered in Polish names. Its connotations seem to be slightly pejorative,
perhaps suggesting someone who is boorish in connection with an item or an action. It may be
more popular among working class, and indeed, in our experimental results, three male and
one female informants and all self-identified in the ‘Manual Work’ category chose this option.
These four informants represent a third of all those identified in the ‘Manual Work’
occupation.

3.2.6.3. Blends

All in all, the above-given cases are not mere experimental oddities, which is borne out by the existence of
established words. Lieber (2004: 164) refers to OED citing a number of similar examples, such as checkerist,
consumerist, collegianer, musicianer, etc. In addition, the Agent-related redundancy is not the only type of
redundancy in English. A much more frequent type are the -ic-al adjectives. For further discussion see Plag
(1999) and Lieber (2004).



124

Blends appear to be quite popular with coiners, supporting the economy of expression at the
expense of meaning clarity. The experiment came up with several interesting blends:

Persniskigardener — ablend of gardener and persnickety ‘fastidious, overly attentive to
details, excessively demanding’. Its single occurrence is related to a male manual worker from
the USA.

Blondoronious — there are two possible interpretations of this naming unit. Either it is a blend
combining blond and errorneous, which gives the meaning ‘someone who is erroneous about
blonds’. Another possible interpretation is one based on a pretentious (and therefore playful)
suffix.

Blonde-ogynist — a blend of blonde + misogynist, proposed by an American female teacher.
This is a fascinating formation, since it suggests that the blonds who are ridiculed are female.
It also leaves out the part of mysoginist that explicitly marks ‘hatred’ and reinterprets the last
part for that.

Laceanomist — a blend of lace + -onomist. —onomist shows up on a number of words
indicating an expert at a (usually academic or professional) field, such as ‘economist’ or
‘agronomist’. This blend appears to be used to attach some prestige, or at least the notion of a
profession, to someone who ties shoes.

3.2.6.4. Other Interesting Cases

Car-top boogieborder — this naming unit, proposed by an American male teacher, is used to
denote a person depicted in the picture on car-top, and makes use of figurative expression,
i.e., someone who rides on the car top as they would a boogie board (a small surf board made
to be ridden in the prone position, as in the picture).

Anal-lawn maintenance worker; anal grass snipper and anal-retentive — the basic term in this
group, anal-retentive, comes from Freud’s notions of child development. Apparently, in
Freud’s thought, the stages of toilet-training can lead some to become too preoccupied with
structure and order and detail, and this is the general meaning of anal. Thus, for instance,
when students think that some English usage rules are too picky, they might say something
like ‘that rule is just anal’. The first two terms were used by American female teachers, the
last one by an American natural scientist.

Representor, race representor — the creative aspect is manifested here very clearly; while
there is a word representative in the meaning ‘a person duly authorized to act or speak for
another or others’, the coiners (an American male young unemployed informant and an
American female teacher, respectively) apparently wanted to emphasize the new role of
a person who represents the whole mankind by having recourse to a fully grammatical
coinage using the suffix -er.

4. Conclusions

1. The research has confirmed the concept of word-formation conceived as creativity
within productivity constraints. While the effectiveness of ‘productivity constraints’ are
manifested by the types and rules with high Productivity Rates and by the extensive
coincidence of their ranking in the various experimental groups, the word-formation
‘creativity’ is borne out by the diversity of the types and rules fulfilling the same function
within a particular conceptually defined cluster. The present research gives ample evidence in
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favour of this approach to productivity, and shows that rather than excluding each other (as
traditionally believed) productivity and creativity co-exist.

2. The proposed method of productivity calculation proved to be a feasible tool for an
objective evaluation of the role of the individual types and rules without any unjustified
preference for any particular word-formation process (as opposed to the mainstream
affixation-oriented approaches). This method makes it possible to evaluate the productivity at
different levels of generalization, to reflect its different aspects, including the most general
onomasiological level; onomasiological structure (logico-semantic relations); onomatological
structure (formal realization of coinages); and the interrelation of the onomasiological and the
onomatological structures (established by the Morpheme-to-Seme Assignment principle).
Importantly, each of these levels of productivity calculation encompasses any and all of the
traditional formally defined word-formation processes. Furthermore, this method makes it
possible to avoid the classification problems so characteristic of the generative approach to
word-formation (compounding vs. affixation, bracketing paradoxes) thanks to the fact that all
word-formation processes are treated in a consistent onomasiological manner, and therefore,
defined on the basis of a single, unifying principle.

As far as the specific targets of our experimental research are concerned the following
conclusions may be drawn:

(a) The conflict between the explicitness of expression and the economy of expression in the
field of Agent names favours the explicitness tendency. Language users tend to make use of
the types and rules which employ the crucial Actional constituent of the onomasiological, and
mainly, onomatological structure. It is for this reason that the most productive
Onomasiological Type is OT1, the most productive Word-Formation Types are [Object—
Action—Agent] and [Action—-Agent], the most productive Morphological Types are
[S+S+suffix] and [S+suffix], and the most productive Word-Formation Rule is (28)

(28) Object—Action—Agent
N \Y -er

(b) The research has borne out the hypothesis of sociolinguistic conditioning of the
individual acts of word-formation. The analysis of the results by occupation has shown that
there is a tendency indicating different strategies taken by education-related and ‘other’
professions in the implementation of naming acts. While the former group have a stronger
preference for the explicit types and rules, the latter group more frequently favours the more
‘economic’ solutions. Furthermore, the level of education appears to have similar effects:
while native speakers with university education prefer more precise names, lower
educated speakers are more frequently driven by the principle of economy of
expression.

The influence of language-background seems to be equally important. The preference for the
‘Action-expressed’ Onomasiological Types among non-native speakers is even much stronger
than with native speakers, especially the role of Onomasiological Type 2 is extremely strong.
This is, logically, projected onto the high Productivity Rate of the Morphological Type [S +
suffix] in this group of speakers, and the absence among the top five Word-Formation Rules
of a rule in which the determined constituent is not expressed. In general, the naming
strategies of the two basic groups of speakers seem to differ because non-native speakers
seem to lay even greater emphasis on the explicitness of expression than native speakers.

The influence of linguistic background plays its role in the naming strategies of non-
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naming speakers. Although the limited sample of informants with ‘Germanic linguistic
background’ does not enable us to draw any indisputable conclusions, the agreement of the
results between them and the native English speakers in terms of almost identical preference
for affixal types is remarkable.

(c) It has been shown that any assessment of the influence of any of the above-discussed
sociolinguistic factors must be related to the specific conceptually determined category of
the cluster (Agent, Patient, Instrument, etc.).

(d) Finally, the research into ‘unproductivity’ has demonstrated that the perception of
“unproductivity’ among both native and non-native speakers in general is strong. On the other
hand, the existence of a relatively high number of the ‘likely’ responses acknowledges their
feeling for a creative approach to naming. This mainly applies to the group of students
who most readily accept unconventional naming units and break the existing rules. This does
not seem to be a surprise, and might be accounted for psychologically by the dynamism of the
young generation compared to the more conservative generation of their parents. Moreover,
the share of ‘extremely unlikely’ answers in the university-educated informants is much
higher than in the lower-educated groups, which suggests that the awareness of
grammaticality of higher-educated speakers is stronger. The tolerance to ‘creativity’ (even
the creativity that trespasses grammaticality) characteristic of the young generation is also
typical of speakers with lower education, even if the reasons underlying this fact may partly
differ in these two groups of speakers.

The native—non-native comparison shows that while the both groups demonstrate the
awareness of unproductivity, there are some differences between the two groups: the pressure
of productive Word-Formation Rules is perceived by native speakers a little stronger.
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Appendix
Word Choices Survey

We are trying to learn more about the words people use for new or unusual situations. We would
appreciate your taking a few minutes to fill out this questionnaire. Your participation is entirely voluntary.

INSTRUCTIONS: This questionnaire asks your opinions about words. This is NOT a test, and there are
no “’right” answers. We don’t care whether you make up new words for the answers or whether you
choose words that already exist in English. We just want to see what words you think will work best for a
few situations.

Task 1. Choose the word that you think is the most suitable for the person described in the question.

1. A person whose smiling face is used for billboard advertisements:

a. smiler e. smile-person
b. smilist f. smile

c. smilant g. other:

d. smileman

2. A person who dials telephone numbers with a feather:
a. featherer d. featherman
b. featherist e. other:
c. featherant

3. A person who frequently interrupts other people when they are talking:

a. interrupter f. butter-inner 1. cut-in n. interposer
b. interruptist g. butt-innnist ~ j. cutter-in 0. interposist
c. interruptant h. butt-insky k. cutter-inner  p. other:

d. butt-in L. cutt-innist

e. butter-in m. cutman

4. A person who believes in miracles:

a. miraclist or miraculist e. miracle-believer
b. miracler f. miracle-hoper
c. miraclant or miraculant g.miracle-hopist
d. miracle-man h. miracle-hope
i. other:

5. A person who is obsessed by something:

a. an obsessee €. an obsess
b. an obsessor f. an obsession-man
c. an obsessant g. an obsessive

d. an obsessist h. other:




Task 2. Each question describes a person in an unusual situation. If you had to come up with a
name or title for the person, what would it be? You may make up a word or choose a word that
already exists in English.

1. Suppose that space aliens were about to land on Earth for the first time. What would you call a
person who was supposed to meet them as a representative of the human race?

2. What would you call someone who does research about spider webs?

3. What name or title would you use for someone who always tells blond jokes?

4. What name or title would you give a basketball player who always hangs onto the rim after a
slam-dunk?

5. Suppose that a woman has a clone made of herself. Then suppose that a man has a clone made
of himself. Now suppose that the two clones marry each other and have a child. What would you
call the child?

Task 3. Each picture below shows a person performing an unusual action. If you had to come up
with a name or title for the person in each picture, what would it be? You may invent a word or
choose a word that already exists in English.

1)

What name or title would you give to this person?

2)

L
e
4

by o ;
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What name or title would you give to this person?




3)

What name or title would you give this person?

5)

What name or title would you give to this person?

Task 4. In this task, there are five words. Use each word in a sentence, even if you think it isn’t



an English word. Then rate how likely you and other English speakers would be to use the word.

1. engroupment
a. Use this word in a sentence:

b. How likely would you use this word? Circle one.

Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely
c. How likely would others use this word? Circle one.
Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely
2. thinnen

a. Use this word in a sentence:

b. How likely would you use this word? Circle one.

Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely
c. How likely would others use this word? Circle one.
Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely
3. swimmee

a. Use this word in a sentence:

b. How likely would you use this word? Circle one.

Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

c. How likely would others use this word? Circle one.
Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

4. sleepable

a. Use this word in a sentence:

b. How likely would you use this word? Circle one.

Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

c. How likely would others use this word? Circle one.
Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

5. satisfactority



a. Use this word in a sentence:

b. How likely would you use this word? Circle one.

Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

c. How likely would others use this word? Circle one.
Extremely Somewhat Likely Very Extremely
Unlikely Unlikely Likely Likely

Demographic Information

This information will be used for statistics only; it won’t be used to identify any individual. You don’t
have to finish this questionnaire if you don’t want to, but the information is important for our study. If you
don’t want to participate, please just keep the questionnaire. If you don’t mind participating, please give
answers that are as complete as possible and return your questionnaire.

A. PERSONAL INFORMATION

Age: Sex: Where born (state or country):
Occupation:

Spouse’s Occupation:

Father’s Occupation: Where born (state or country):
Mother’s Occupation: Where born (state or country):

Your Education (circle highest level that applies):

Some High High School = Some College College Graduate Graduate School
School Graduate

B. LANGUAGE BACKGROUND

Please list the languages that you speak and rate your ability according to the following scale:

A. I am a native speaker.

B. I am not a native speaker, but native speakers usually think that I am. (near-native)

C. I speak the language fluently, but I have an accent or sometimes say things that do not sound natural to
native speakers.

D. I can speak the language fairly well, but sometimes I have to hesitate to think of words or grammatical
constructions.

E. I know a little bit, but I have a hard time conversing normally in the language.

Language Ability (A, B, C, D, or E)
1. English
2.

3.



C. YOUR FATHER’S LANGUAGE BACKGROUND

Please list the languages that your father speaks and rate his ability according to the following scale:

A. He is a native speaker.

B. He is not a native speaker, but native speakers usually think that he is. (Near-native)

C. He speaks the language fluently, but he has an accent or sometimes says things that do not sound
natural to native speakers.

D. He can speak the language fairly well, but sometimes he has to hesitate to think of words or
grammatical constructions.

E. He knows a little bit, but he has a hard time conversing normally in the language.

Language Ability (A, B, C, D, or E)
1. English

2.

3.

D. YOUR MOTHER’S LANGUAGE BACKGROUND

Please list the languages that your mother speaks and rate her ability according to the following scale:

A. She is a native speaker.

B. She is not a native speaker, but native speakers usually think that she is. (Near-native)

C. She speaks the language fluently, but she has an accent or sometimes says things that do not sound
natural to native speakers.

D. She can speak the language fairly well, but sometimes she has to hesitate to think of words or

grammatical constructions.
E. She knows a little bit, but she has a hard time conversing normally in the language.

Language Ability (A, B, C, D, or E)
1. English

2.

3.

E. LANGUAGES SPOKEN IN YOUR HOME
1.

a. always b. frequently (daily or nearly so) c. occasionally d. almost never e. never

a. always b. frequently (daily or nearly so) c. occasionally d. almost never e. never

a. always b. frequently (daily or nearly so) c. occasionally d. almost never e. never

May we contact you for help in locating other people who might be willing to complete this survey? Y /
N

Your contact information (name, address, phone, e-mail):
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Livia KORTVELYESSY

Probouctivity AND CREATIVITY IN WORD-FORMATION
A SocIoLINGUISTICS PERSPECTIVE

Abstract

The paper deals with a sociolinguistic approach to productivity and creativity in word-formation. It presents
research carried out to find a link between the user of a language and the language as a system; the research
draws on Horecky’s (2000) observation of a lack of attention paid to the relation between a language and a
society, between a language as a system and language users. The paper focuses on sociolinguistic factors of
gender, age, education, occupation, and language background, and their influence on productivity in word-
formation in two groups of bilingual speakers (Hungarian-English and Hungarian-Slovak). The focal part of the
paper is an analysis of the data gained through the questionnaire — correlations between productivity and the
specific sociolinguistic factors are evaluated, with special emphasis on the correlation between productivity and
language background because it turned out to be an independent and autonomous sociolinguistic factor. In
general, the research has confirmed the hypothesis of the influence of sociolinguistic factors upon the naming
strategies, while the strongest influence was observed for age and occupation.

1. Introduction

Productivity, one of the universal properties of language, manifests itself in word-formation
whenever a speech community needs to give a name to an object of extra-linguistic reality.
Productivity has become one of the central issues in research into word-formation (for
example, Bauer 1983, 2001, Kastovsky 1986, Plag 1999, Baayen 1989, 1992, 1993, Baayen
and Lieber 1991), and the same applies to linguistic factors which affect/restrict the
productivity of word-formation rules (for example, van Marle 1986, Fabb 1988, Rainer 1993,
2005). Strangely, there has been hardly any discussion on extra-linguistic (sociolinguistic)
factors influencing the productivity in word-formation. The only exception appears to be
Stekauer et al. (2005). This paper examines the role of language background in the naming
process. The paper provides a theoretical framework of the research (sections 2 and 3),
presents an experimental research (section 4), and analyzes and comments on the research
results (section 5).

2. Theoretical Framework

The hypothesis central to our research was that new complex words result from an interplay
between sociolinguistic factors (the creative aspect of word-formation) and the pressure that
word-formation rules impose on individual word-formation strategies (the productive aspect
of word-formation). In other words, a particular object of extra-linguistic reality can usually
be approached by various naming strategies the selection of which is determined by their
respective productivity and also by the influence of one’s naming preferences. Our informants
were two groups of bilingual speakers — Hungarian-Slovak and Hungarian-English bilinguals.

Our research was based on the following theoretical principles:

+ an onomasiological theory of word-formation (Stekauer 1998, 2005)

+ a theory of creativity within productivity constraints as developed by Stekauer, who
maintains that, “[i]t is the interaction between the conceptual, the onomasiological, and the
onomatological levels that — within the limits of productive types and rules and the relevant
constraints — provides certain space for a creative approach to word-formation” (Stekauer
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* a concept of bilingualism as a social phenomenon, resulting from the interrelation between
language and culture

3. Onomasiological Theory of Word-Formation

Since our analysis of the research data is based on an onomasiological approach to word-
formation, this section briefly outlines its basic principles.

Horecky (1983: 19) maintains that any act of word-formation may be represented in the
following way:

(1)
LEVEL UNITS
1. Extra-linguistic reality Objects
2. Intellectual (Logical) Logical predicates
3. Semantic Semantic components
4. Onomasiological Morphemes, words
5. Onomatological Affixes, words
6. Phonological Morphemes, phonemes

According to Dokulil (1962), the onomasiological level offers different options for the
structuring of the object to be named, in view of its expression in the given language. In
principle, an onomasiological structure consists of two elements. The phenomenon to be
named is first classed with a certain conceptual group and functions as onomasiological base.
Then, within the limits of this group, it is determined by an onomasiological mark. For
example, the onomasiological base of novelist is Agent, the onomasiological mark is Result
(of Action). Importantly, the mark can be subdivided into the determining and the determined
constituents. As extensively discussed in Stekauer (2005b) the determined constituent of the
mark is reserved for action which may be regarded as a crucial element for a correct
interpretation of the relation between the base and the determining constituent of the mark.

While the onomasiological level establishes a cognitive framework for the act of naming its
individual categories may but needn’t be expressed by morphemes retrieved from the Lexicon
at the onomatological level. This gives rise to five basic onomasiological (naming) types:

OTI1: all three constituents of the onomasiological structure are expressed by morphemes at
the onomatological level:

(2) Result — Action — Agent
novel write er

OT2: the determining constituent of the onomasiological mark is not expressed
morphematically at the onomatological level:

3) Result - Action — Agent
write er
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OT3: the determinined constituent of the onomasiological mark is not expressed
morphematically at the onomatological level:

(4) Result — Action — Agent
novel ist

OT4 the onomasiological mark cannot be analysed into the determining and the determined
constituents:

(5)  Negation — Quality
un happy

OTS5 corresponds to what has been traditionally labelled as conversion or zero-derivation.

This approach establishes a framework for an onomasiological approach to productivity
(Stekauer 2005). Productivity of onomasiological types is related to a particular cognitive
category (Agent, Patient, Instrument, Quality, Action, Location, Result, Object, etc.). For each
cognitive category, there is a universal tendency in a particular language to prefer one of the
five onomasiological types which, however, usually does not preclude the other types from
being employed. This gives a considerable space for a language user’s creative approach to
the naming act. Then, the productivity of onomasiological types is calculated as the
proportion of the individual onomasiological types of all complex words falling within a
particular cognitive category.

In addition to the productivity at the level of onomasiological types, productivity can
analogically be calculated for:

- word-formation types (such as [Object « Action — Agent]; [Action — Agent];
[Location — Action — Agent]; [Result «— Action — Agent]; [Instrument — Action —
Agent]; [Manner — Action — Agent] for the cognitive category of Agents);

- morphological types (such as [N+V+er]| as in wood-cutter; [N+ist] as in novelist,
[V+er] as in writer; [V—>N] as in cheat; [N+s+man] as in oarsman; [A+N+ian] as in
transformational grammarian; [N+N] as in bodyguard, etc.)

4. Research Description
4.1. Sample of Informants

The aim of the research was to analyse the influence of language background on the coining
of new complex words. The data for two typologically different languages — Slovak and
English — were obtained by means of a questionnaire (see the Appendix). The target groups of
our research were bilingual Hungarian-English and Hungarian-Slovak speakers who had
acquired both languages in natural environment from native speakers who used both
languages for everyday communication. The language shared by both groups of informants
was the Hungarian language.

The questionnaires were distributed via e-mail and surface mail communication as well as
through personal contact. The most successful way of how to contact Hungarians living in
English speaking countries turned out to be visits of Hungarian chatrooms on the Internet.
Altogether 328 questionnaires were returned. Out of them, 146 English and 142 Slovak
questionnaires were suitable for the subsequent analysis, amounting to a corpus of 1252
English and 1195 Slovak complex words.
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For the purpose of our research, the following factors were taken into consideration:

«  Sex

Age — the age of the informants ranged from 15 to 65 and for the purpose of the
statistical processing of the acquired data five categories were identified: <18, 19-24,
24-40, <40, <60.!
Education — six categories were identified (the abbreviations refer to the graphs of the
non-linear canonical analysis — see below): primary school (zs); some high school
(gym), high school graduate, some college (ss); college graduate (bc); graduate school
(vs).

«  Occupation — the informants were grouped into four categories: 1 engineering, IT,

health-care, scientific; 2 lawyers, journalists, teachers, administrative workers; 3
manual, artistic; 4 housewives, students, pensioners, unemployed.
Language background — designing the categories within this factor proved rather
complicated, which is why the typology cannot be presented within a few lines (as the
factors above). Consequently, the following paragraphs describe the process of
gaining, assessing and processing the data so that a typology could be established.

Each of the above-mentioned factors can raise many questions, yet that of the language
background seems to present the most complex issue. The basic aim of the research was to
compare the word-formation strategies in the Slovak and the English languages in those
Slovak and English informants whose language background is Hungarian.

The analysis of the data showed a heterogeneous nature of the Hungarian-English group of
informants. Most of them came from the families of Hungarian emigrants in English-speaking
countries, in the majority of cases the USA or Australia. Two general tendencies were
observed. First, the ancestors of the informants (or the informants themselves) mostly left
their homes because of political persecution that was caused by their cultural background
(e.g., they were of Jewish origin or Hungarians living in Romania). Consequently, their
language background mostly included — in addition to English and Hungarian — also some
other language. Secondly, the emigrants frequently found their life partners among other
emigrants, very often of different origin, and in this way the language background of their
children (our informants) consisted of English, Hungarian and some other language, e.g.
Russian, Polish, Croatian, Rumanian, Spanish, Italian, etc.

On the other hand, the Hungarian-Slovak group of the informants was more homogeneous.
They developed their bilingualism thanks to the historical background of the territory they
came from — the majority of them had their roots in the southern part of Slovakia bordering on
Hungary. This territory is well known for strong cultural and language bonds to the Hungarian
language.

For the sake of statistical evaluation, Sapir’s (1921) morphological typology was adopted.
The reason for this was that the problems of word-formation typology and word-formation
universals have been rather neglected in morphological/typological research. By implication,
no word formation typology has been developed yet. In Sapir’s typology, synthetic/inflective
languages (e.g. Slovak) are characterised as languages in which grammatical relationships are
expressed by inflection; synthetic/agglutinative languages (e.g. Hungarian) make use of
agglutination, and analytic/isolating (e.g. English) express grammatical relations by word

! The grouping of informants according to age was consulted with a distinguished Slovak sociolinguist

Slavomir Ondrejovic. The age limits were determined by the age of informants — the youngest were about 16,
the oldest 70. These limits were caused especially by 2 factors. Firstly, the Internet skills — since the
questionnaire was distributed mainly by means of e-mail communication; secondly the cognitive abilities of
informants.
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order. Therefore, in view of our research objectives, the following language typology was
used:

(6) synthetic/inflective (SF) — e.g. Slovak, German, Russian, Croatian, Czech;
synthetic/agglutinative (SAg) — e.g. Hungarian;
analytic/isolative (Al) — e.g. English, French, Romanian, Italian, Spanish.

Based on this information, the following language groups were established:

(7)  SAg+SF+AI
SAg+AI+SF
SF+AI+SAg
SF+SAg+Al
AI+SAg+SF
AI+SF+SAg
Al+SAg
SAg+AI
SF+SAg
SAg+SF.

The informants were grouped according to (a) their bilingualism, and (b) self-evaluation of
their language skills. They were asked to evaluate

(8)
their own language skills
their parents’ language skills
the language used in their household

Letters A — E were used to mark the specific level, with A indicating fluency, and E rather
poor level of language skills.

The order of the languages in (5) indicates the level of the language skills of the individual
informants. For example, Hungarian-Slovak informants were integrated into the group SF
(synthetic/inflective) + SAg (synthetic/agglutinative) if they indicated the information about
the language background in the following way:

(9)  INFORMANT

Language Level
Slovak A
Hungarian B
FATHER

Language Level
Hungarian A
Slovak D
MOTHER

Language Level
Slovak A

Hungarian B
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LANGUAGES AT HOME
Language Level
Slovak A
Hungarian B

Table 1 and Graph 1 provide the structure of informants for English questionnaires according
to their language background, Table 2 and Graph 2 provide the same structure for Slovak
questionnaires.

Language No. of
type informants Language
SAg+SF+A 4 background
SAg+AI+SF 27
SF+AI+SAg 3 SAg+SF+
SF+SAg+Al 2 1 SAg+Al+SF
Al+SAg+SF 8
SF+AI+SA
Al+SF+SAg 3 , |2 .
AI*SAG >4 00 SF+SAg+AI
SAg+AI 75 C1Al+SAg+SF
Overall 146 Al+SF+SAg
D Al+SAg
SAg+AI
Table 1 Graph 1
Language [No. of 5
type informants bggs;?ii g
SAg+SF+Al 37
SF+SAg 12 mazanns
SAg+SF 93 B
Overall 142
SAg+SF+Al
+ 7 |OSF+SAg
7 m SAg+SF
Table 2 Graph 2

Table 3 compares the data for English and Slovak questionnaires, and Table 4 gives the same
data in percentages:

JP JP
Type | JP1 |JP2| 3 |JP4| 5 |JP6|JP7 /JP8|JP9|JP10 Total
AJ 4 27 3 2 8 3| 24| 75 0 0 146
SJ 37 0 0 0 0 0 0 0] 12 93 142
Total 41 27 3 2 8 3| 24| 75| 12 93 288

Table 3
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Type| JP1 JP2 | JP3 | JP4 | JPS | JP6 | JPT7 JP8 | JP9 | JP10 Total

AJ |2,74% [19,49% |2,05% | 1,37% | 5,48% | 2,05% | 16,44% | 51,37% | 0,00% | 0,00% | 50,69%

SJ |26,06% | 0,00% |0,00% | 0,00% | 0,00% | 0,00% | 0,00% |0,00% |8,45% |65,49% |49,31%

Total | 14,24% | 9,38% |1,04% |0,69% |2,78% | 1,04% | 8,33% |26,04% 4,17% | 32,29% | 100,00%

Table 4

Legend:?

JP — Language background
JP1- SAg+SF+AI
JP2 - SAgtAI+SAg
JP3 - SF+AI+SAg
JP 4 - SF+SAG+AI
JP5—- AI+SAg+SF
JP6— AI+SF+SAg
JP7—- AI+SAg
JP8— SAgt+Al
JP9— SF+SAg

JP 10— SAg+SF

It follows from Tables 1-3 and graphs 1-2 that the language background of English informants
is more diverse than that of Slovak informants, which naturally follows from the country of
their origin. If we add up all three possible combinations of three language types
(AI+SAg+SF, AI+SF+SAg, SF+SAg+Al ...) the number of English questionnaires is 48,
while there are only 37 Slovak questionnaires falling within these combinations. A
combination of two language types for English questionnaires (Al, Sag) occurs in 98 cases,
and the corresponding combination of two language types for Slovak questionnaires occurs in
105 cases.

If English and Slovak informants are compared from the point of view of language
background the Slovak sample is much more homogeneous. All Slovak informants adduce
Slovak and Hungarian. The two languages are rarely completed with another language — in
contrast to the situation in the English sample — mostly German, English, Russian and Czech
occur as a third language. These are mostly languages taught at school, and thus not affecting
the status of our informants as bilingual speakers. In spite of this fact, it is this sample of
informants that frequently made use of English words and/or suffixes.

The questionnaires, designed in two languages (Slovak and English), consisted of two parts.
The first part examined the naming strategies, the second part collected selected
sociolinguistic data.

4.2. Analysis of Word-Formation Strategies

The initial part of the questionnaire consisted of various tasks with one basic aim — the
informants were supposed to coin new, potential complex words denoting Agents. The first
task was based on motivation by words. The informants were provided with several
possibilities of how to name a person, an Agent performing an action, e.g.:

2 The abbreviations (e.g. AJ, SJ, JP) are based on the Slovak language for the reason that the data were

statistically processed by a Slovak software.
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(10) A person who produces yogurts:

a) yogurter 1) yogurtie

b) yougurtor j) yogurtman

C) yogurtent k) yogurt-producer
d) yougurtier 1) yogurt-person
e) yougurtist m) yogie

f) yougurtitor n) yoducer

g) yogurtnik 0) other

h) yogurster

The informants’ task was to select one of them, in their view the most appropriate name for
such a person.

The second task made use of visual motivation. The informants were asked to name the Agent

in the picture, for example:
How would you name this person?

(11) billboard

—_ scaffold

The third task consisted of a description of a non-existing game and of its playground layout.
Based on the given description the informants were asked to name the players involved in the
game:

(12)  In the middle of the playground, there is a basket with tennis balls. The balls are in three

colours and each ball has its value. Among them, there is a golden ball with the highest
value. The playground is divided into two halves — one for each team. There is a basket
at both ends of the playground. The baskets look like basketball baskets but they have a
bottom. The aim of the game is to shoot the balls in the basket placed in the middle of
the playground into the baskets placed at the end of the opponent’s playground. The
points are counted according to the colour of the shot balls. The game finishes in the
moment when all balls from the basket in the middle are shot or when one team
succeeds in shooting the golden ball in the opponent’s basket.
Each team has six players. Player 1 takes the balls out from the basket in the middle of
the playground. Players 2 and 3 have tennis rackets and their task is to strike the ball
passed by player 1 into the opponent’s basket. Players 4 and 5 defend with tennis
rackets the team’s basket at the end of the playground. Player 6 picks up the balls passed
by players 4 and 5 during the defence as well as the balls that get to his part of the
playground from the opponent’s playground and bats them to players 2 and 3.
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opponent’s hall

2

The task consisted in giving names to the individual players

Not all questionnaires were filled out completely. This is illustrated in Table 5

English Slovak
questionnaires | questionnaires
Total Number 170 158
of
questionnaires
Total number 146 142
of
questionnaires
analysed
Ideal number 1606 1562
of complex
words
Actual Number 1252 1195
of complex
words
Table 5

Complex words selected/proposed by the informants were analysed from the viewpoint of
onomasiological types, morphological types and word-formation types. Their productivity
was calculated, and correlations between the sociolinguistic factors and productivity were
searched for. The primary aim was to find out the level of the influence of the sociolinguistic
factors on productivity as reflected in the preferred naming strategies. The total productivity
was compared to the productivity at individual levels in relation to each of the sociolinguistic
factors. Furthermore, the two groups of bilingual informants were compared. The statistical
programmes Statistica and SPSS, including non-linear canonical correlation, were applied.

5. Research Results

Various statistical methods (Statistica SPSS, canonical correlation, non-canonical correlation)
were used in our research.
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5.1. Results of the Non-Linear Canonical Analysis

In our research, two correlation methods were employed. In general, canonical correlation is
used to study the relation between two sets of variables (e.g. age and language background).
On the other hand, the non-canonical correlation enables to search for relations between more
than two sets of variables. An important advantage of the non-linear canonical correlation is
that individual variables can be nominal, ordinal and interval, as opposed to canonical
correlation, which makes it impossible to work with more than one set of variables.

When evaluating the data, we searched for the strongest correlation among the individual
sociolinguistic factors. The results showed that the sociolinguistic factors of education and
occupation bore the required correlation; in further analysis, they were approached as one
variable. At the same time, the factor of the language background proved to be fully
independent of sex, age, education and occupation. At the beginning of our analysis, Excel
tables were used. Since the non-linear canonical correlation works with a scope from one, it
turned out that Excel tables were not suitable for the non-linear canonical correlation due to
strong presence of zeroes. For this reason, each data was considered separately.

The results are provided in the following graphs, where the Slovak word pohlavie stands for
sex; vek for age; the abbreviated form vzdel means occupation; JP language background. JP1
— JP8 are the language background categories that were identified based on the informants’
self-evaluations:

(13) JP1=SAg+SF+Al
JP2=SAg+Al+Sag
JP3=SF+AI+SAg
JP4=SF+SAg+Al
JP5=AI+SAg+SF
JP6=AI+SF+SAg
JP7=AI+SAg
JP8=SAg+Al
JP9=SF+SAg
JP10=SAg+SF

The abbreviations OT, WFT, and MT stand for the onomasiological type, word formation
type, and morphological type, respectively. The characteristics of the onomasiological types
(from OT1 to OTS5) were briefly introduced in Chapter 3. Moreover, the original lists of
onomasiological types and word-formation types were completed with OT6 and WFT6,
representing borrowings. An overview of the WFTs and MTs is as follows:

(14)  Word formation types:
WEFTI: Object — /Action/ — Agent WFT4: Object — Instrument — Agent
WEFT2: Object — Action — Agent WEFTS5: Others

WFT3: Action — Agent WEFT6: Result — /Action/ — Agent

(15) Morphological types:
MT 1: S + suffix MT 3: S + S + suffix MT 5: Conversion
MT2:S+S MT 4: Others

The following comments mainly pay attention to the parameter of language background (JP),
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in particular, to JP1 because it was present in both groups of informants. It represents the

language background with a stronger Hungarian language; one synthetic/inflective and one
analytic/isolative language.

5.2. Non-Linear Canonical Correlation of the Onomasiological Types and
Sociolinguistic Factors
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Centroids are intersections of Dimensions 1 and 2. These represent specific sociolinguistic
factors and the productivity of onomasiological types. The graphs allow us to search for
various correlations and the amount of possible information given in the graphs is
considerable. For illustration, let us compare the influence of Hungarian language in both
groups of informants (English-Hungarian and Slovak-Hungarian) on the productivity of
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onomasiological types and word formation types (in the graphs, the productivity of OTs,
WEFTs and MTs are marked with red dots and numbers).

JP1 represents the language background with strongest Hungarian background (SAg+SF+AlI).
Since the red onomasiological type dots in the English graph are concentrated in a cluster,
which causes some problems with the data interpretation, it will be more advantageous to start
with Slovak graphs. For JP1 in graph 4 (Slovak questionnaires), the closest onomasiological
type is Onomasiological Type 2, which means that the correlation between JP1 and
Onomasiological Type 2 is the strongest of all. Similarly, for JP1 in graph 3 (English
questionnaires), the closest onomasiological type is Onomasiological Type 1, closely
followed by Onomasiological Type 2 and Onomasiological Type 4. This comparison enables
us to assume that Hungarian as a background language increases the productivity of
Onomasiological Type 2. Furthermore, in the English graph, Onomasiological Type 1 is
closer to JP1. It means that the correlation between these two variables is stronger than that
between JP1 and OT2/OT4. It can be caused by heterogeneous language background of the
English-Hungarian group of informants. However, the same influence of the Hungarian
language on Onomasiological Type 2 in both groups of informants is undisputable.

As a next step, let us compare the most frequent language background types in both language
groups of informants — the language backgrounds JP8 (Hungarian + English) and JP10
(Hungarian + Slovak). In both language backgrounds, the Hungarian language is the stronger
one. The Slovak informants with this background preferred borrowings and Onomasiological
Type 2. The English informants made use of Onomasiological Type 1 (the most productive
one in English complex words) or Onomasiological Type 4.

The correlations between the onomasiological types and sociolinguistic factors in Slovak
complex words confirmed the previous results — borrowings were preferred by pupils and
students under 18 years of age, with Hungarian as the stronger background language
background, and Slovak as a weaker language. Informants aged 18-24, with a secondary
grammar school education and the language background of SF + SAg (stronger Slovak,
weaker Hungarian), used the most productive onomasiological type (OT3) in the Slovak
language.

The graphs also offer the possibility to compare the influence of the individual language
backgrounds on the productivity of onomasiological types, word-formation types, and
morphological types. A good example is the language background JP1, since it was present in
both groups of informants. It represents a combination of the Hungarian language, which is
the strongest, and a synthetic/inflective language and an analytical/isolative language. In the
Slovak complex words, it mainly influenced the productivity of Onomasiological Type 2. A
similar tendency could be observed in the English complex words, although this language
background also correlated with Onomasiological Type 4. It is assumed that Hungarian
language influences the productivity of Onomasiological Type 2.
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5.3. Non-Linear Canonical Correlation of the Word-Formation Types and
Sociolinguistic Factors

Centroids
O pohlavie
O vek
2— vzdel
[ON
® wWrT
. jp2
ip6
G o
jp3 M
1 ss le] o}
‘: do18
o .
60viac
.g o
VS
c 28 18-24| 3
Q0 #—+ 520
62 N
g UctHE ovm ébjp5
- 5
[a] OJp7Jp8 41-60 °°¢
. o
jp1
1- O
jp4
o
2 T T T T
-3 2 -1 0 1
Dimension 1
Graph 5 English questionnaires
Centroids
O pohlavie
O vek
vzdel
(@I
® WFT
1,57
M
o
‘: 1,0—
0 ip6
- 60viac jp2
2 o5 ss Cip3 e @
0 )
10
g do1s_ JP 1024 o205 vee?
Qo oo Za® ® o L-IoN e be jp5
gym L ()
oo ip1 25-40 “41.60
7 P4
-1,0 T T T T T T
-1,5 -1,0 -0,5 0,0 0,5 1,0 1,5

Dimension 1

Graph 6 Slovak questionnaires

For JP1 in graph 6, the closest word-formation types are WFT1 and WFT3. It means that JP1
exerts pressure on WFT 1 and WFT 3. Even though the English graph is difficult to interpret
due to the WFT cluster, it is obvious that WFT 1 is the closest of all word-formation types. By

implication, Hungarian language increases the productivity of the same WFT in both groups
of informants.

Graphs 5 and 6 show the correlation between the word-formation type and sociolinguistic
factors in English and Slovak. In graph 5, the pressure of JP1 on Word-Formation Type 5 (the
most productive word-formation type in English complex words) is visible. On the other
hand, while in graph 4, JP1 is quite far from the central axis, its pressure on Word-Formation
Type 1 and Word-Formation Type 3 (the most productive word-formation types in the Slovak
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language) is noticeable.

5.4. Non-Linear Canonical Correlation of the Morphological Types and Sociolinguistic

Factors
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In the English complex words, the most productive morphological type was “Stem + Stem +
Suffix”. It was preferably used by informants aged 18-24, of high school education, and with
language background combining the Hungarian and the English languages. In the Slovak
complex words, the most productive morphological type was “Stem + Suffix” that was used
by those of the same age and education. As for the Slovak language the only difference
concerns the language background — the change in the language background causes the
change in the productivity of the morphological type.

5.5. The Sociolinguistic Factors, New Complex Words and Productivity

Based on the results, it is possible to arrive at the following conclusions:
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5.5.1. Sex

Neither English nor Slovak data showed significant influence of sex on the choice of the
onomasiological type. Since this result was confirmed for both groups of informants it can be
assumed that the influence of sex on productivity in word formation is not relevant, especially
in comparison with the factors of age, education and occupation. The analysis of the influence
of sex on word-formation types and morphological types brought the same result.

5.5.2. Age

The influence of age was unequivocal. The lower the age of the Hungarian-English
informants the stronger the tendency towards complex words with simple onomasiological
structure or non-transparent complex words. At the same time, the Slovak-Hungarian
informants of a younger age preferred borrowings that are too non-transparent in the Slovak
language. The influence of age was also observed at the level of word-formation type — the
younger age categories prefer word-formation types that were not typical of the given
conceptual category. It can be explained as their effort at originality. This phenomenon was
observed in both groups of informants and it can be generalised as a phenomenon typical of
the relationship between the word-formation type and age.

To sum up, the sociolinguistic factor of age influences the naming strategies in the process of
coining new complex words. The most striking deviation from the norm is observable in the
age category 18 — 24. These informants differ from other age categories especially in the
preferred onomasiological type, word-formation type and morphological type. The types
chosen by them are not very productive in other age categories.

5.5.3. Education

The non-linear canonical correlation showed strong association between the factors of age and
education. By implication, the analysis of the relationship between the factors of education
and productivity in word-formation displayed similar results. The influence of education was
the most visible at the level of onomasiological types. The higher the education of the
informants the stronger tendency towards a more transparent onomasiological structure of the
coined complex words.

5.5.4. Occupation

The influence of occupation was in accordance with the influence of age and education, since
the factor of occupation highly correlated with them. From the perspective of occupation, the
most creative group in the field of word-formation seems to be the group of students. Both
Slovak and English students’ word-formation strategies tend to deviate from expected ones.
Similar deviations can be observed in the category of manual workers and artists.

5.5.5. The Influence of the Language Background

The non-linear canonical correlation confirmed the fact that the language background is
a completely independent sociolinguistic factor different from the rest of the sociolinguistic
factors. While strong correlations were found between the factors of age and education,
education and occupation, and occupation and age, no similar correlations were identified for
the language background.
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All statistical methods clearly confirmed the influence of the language background on naming
strategies. While the productivity of onomasiological types for Slovak and English differed
onomasiological types 1 and 3 appeared among the most productive onomasiological types in
both languages. It is beyond dispute that the Hungarian language shared by both groups of our
respondents may be held responsible for this similarity. The canonical correlation confirmed
this observation, too. In addition, in both groups of informants the following tendency was
observed: the stronger the influence of the Hungarian language the higher the productivity of
Onomasiological Type 2, which indicates that the Hungarian language does not favour a more
detailed motivation in the naming strategies; instead it appears to prefer the brevity of
expression.

The pressure of the Hungarian language was more apparent at the level of word-formation
types — the productivity results in both groups were nearly identical. The non-linear canonical
correlation revealed the role of language background also for the level of morphological
types. In summary, the influence of the language background is obvious especially at the level
of the onomasiological and word-formation types. A low value of ‘p’ in the canonical
correlation proves the statistical significance of the research. All in all, our results confirm the
hypothesis of the influence of the language background on productivity in word formation.

6. Conclusions

The research results confirmed the hypothesis of the influence of sociolinguistics factors upon
the naming strategies. No doubt, new complex words come into existence at the crossroads of
the sociolinguistic factors and the pressure of productive onomasiological types, word
formation types, and morphological types. This pressure was the most visible at the level of
the onomasiological and word-formation types. The sociolinguistic factor of the language
background turned out to be an independent and autonomous sociolinguistic factor.

The strongest influence of the sociolinguistic factors was observed for age and occupation.
The least significant influence was identified for the factor of sex. The influence was the best
observable at the level of onomasiological types and word-formation types. The strongest
tendency was the correlation of students (aged 18-24) with some high school education and
with the language background SF + Al (stronger Slovak, weaker Hungarian). This group of
Hungarian-Slovak informants, instead of coining new complex words, preferred to use
borrowings in the Slovak language.

The research suggests that the influence of the sociolinguistic factors is significant especially
at the level of onomasiological types and word-formation types. The influence was less
visible at the level of the morphological types. According to the canonical correlation the
level of word-formation types seems to show great potential for further investigation in the
field of word formation. In addition, a more homogeneous Slovak group of informants
showed strong correlation between the language background, on the one hand, and
onomasiological type and word-formation type, on the other.
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Joacumm GRZEGA

BoORROWING AS A WORD-FINDING PROCESS IN COGNITIVE HiSTORICAL ONOMASIOLOGY

Abstract

Since recent findings of cognitive linguistics have already initiated new discussions on semantic change and
word-formation, this study now wants to shed new light on the third type of name-giving processes, i.e.
borrowing. After a brief look on the motives for borrowing and the problems involved with integrating loans into
another language, the article first discusses the classical terminologies by Haugen, Weinreich and Betz. It
excludes so-called “loan creations” and “substituting loan meanings,” but includes “pseudo-loans” and addresses
the subject of folk-etymology in connection with foreign linguistic models. Then the article sheds light on the
recent comprehensive name-giving model by Peter Koch and discusses the role of loan influences in this model.
Whereas all these authors depart from a word-oriented theory (form and meaning), the article aims at going one
step further and attempts a word-and-mind-oriented approach: on the basis of the recent and slightly modified
word-finding model by Pavol Stekauer and on the basis of revised aspects of the other models mentioned, it tries
to place the variant roles of foreign influence (i.e. Iconymic influences and formal influences) onto the various
stages of the word-finding process.

1. Introductory Remarks

Historical onomasiology is the study of the history of words for a given concept. Since the
baptism of the discipline by Zauner in 1902, studies have basically been concerned with the
explanations of the internal and external side of words, i.e. their forms and (the motivations
of) their meanings. In the wake of the new focus on cognitive aspects since the “foundation”
of prototype linguistics by Rosch (1973) and Labov (1973), historical linguistics has slowly
attracted historical linguists as well. In allusion to Jean Aitchison’s famous book, Words in
the Mind (1994), I would like to define cognitive historical onomasiology as an approach that
is not just word-oriented like the older onomasiological studies, but one that is word-and-
mind-oriented. This is also alluded to by the word-finding aspect mentioned in the title.
Works such as the ones by Dekeyser (1995), Gévaudan (forthcoming), Grzega (2002a,
2002b), Koch (1999a, 1999b), Krefeld (1999), Rastier (1999), or on a more a general basis of
language change, Sweetser (1990), Liidtke (1986), Traugott (e.g. 1991) and Geeraerts (e.g.
1983) show that onomasiology has begun to participate in the cognitive revival of diachronic
branches of linguistics. One field of onomasiological study is studying the various ways of
finding a new word for a given concept. The traditional literature basically lists three main
types of name-giving: (a) taking an already existing word and applying it to a new referent
(semantic change), (b) creating a new word with the material offered by the speaker’s
language (word-formation), (c) adopting linguistic material from another language
(borrowing, loans)." Historical semantics has already been attracting scholars for quite some
years (cf. e.g. the landmark work by Blank [1997], which also encompasses an extensive
bibliography, or Blank/Koch 1999a%). Cognitive word-formation is currently discussed by
Stekauer (e.g. 2001) and also Grzega (2002b). It seems time that borrowing is also dedicated a
few thoughts on how psychological aspects can supplement and revise the findings of older

' For a more detailed survey on these various formal possibilites cf. Zgusta (1990). The variety of name-giving

possibilities is already remarkably presented by Whitney (1867, Chapter 3, and 1875, Chapter 8, especially
1 144F).

Some articles in this book are briefly reviewed in Grzega (2001b); the contents are well summarized in
Blank/Koch (1999Db).
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studies.

The article will first give a brief survey of motives for lexical borrowing (section 2) and
illustrate some of the linguistic problems involved with the integration of loanwords® (section
3). It will then review the classical views by Betz, Haugen and Weinreich (section 4) and cast
light on a new model of lexical diachrony established by Peter Koch (section 5). Then I will
present and revise a novel scheme of the word-finding process, namely Stekauer’s word-
finding model (section 6). On the basis of these revisions and further observations, I will
finally develop a synthesis for a cognitive onomasiological model of borrowing (section 7).
Examples will mainly be taken from English and German because the classical studies in the
field of loans were on English and German. Nevertheless, I will also try to include material
from other languages.

2. Motives for Borrowing

Apart from the very general distinction between ‘“necessity borrowing” and “luxury
borrowing” (cf., e.g., Tappolet 1913-1916, later also Ohmann 1924 and others) and the two
frequently named motives “need to designate new (imported) things” (cf., e.g., Weinreich
1953: 56f., Bellmann 1971: 55, Oksaar 1972: 128f., Scheler 1977: 86, Tesch 1978: 201ff.,
Hock 1986: 408f., Hock/Joseph 1996: 271, Trask 1996: 18, Campbell 1998: 59, Fritz 1998:
1622) and “prestige” (cf., e.g. Bartoli 1945: 300, Weinreich 1953: 59, Baranow 1973: 139,
Scheler 1977: 87f., Tesch 1978: 213f., Hock 1986: 385 & 409f., Hock/Joseph 1996: 271,
Trask 1996: 19, Lipka 2001: 303), the following aspects, among others, have been mentioned
as causes for lexical borrowing:

(1) need to differentiate special nuances of expression, including stilistic variation (cf.
Ohmann 1924: 284, Oksaar 1971, Baranow 1973: 283ff., Tesch 1978: 210f., Fritz
1998: 1622),

(2) need to play with words (cf. Ohmann 1924: 284, Décsy 1973: 5),

(3) homonymic clashes (cf. Weinreich 1953: 57),

(4) loss of affectiveness of words (cf. Weinreich 1953: 58) or, seen from a juxtaposed
viewpoint, emotionality of a specific concept (cf. Grzega 2002a: 1030),

(5) feeling of insufficiently differentiated conceptual fields (cf. Weinreich 1953: 59) or
rise of a specific conceptual field (cf. Grzega 2002a: 1030),

(6) attraction of a borrowing due to an already borrowed word (consociation effects,
analogy) (cf. Scheler 1977: 861t.),

(7) possibly general attraction of borrowing an etymological doublet (Scheler 1977: 87),

(8) political or cultural dominion of one people by another (cf. Fritz 1998: 1622),

(9) bilingual character of a society (cf. Tesch 1978: 199, Fritz 1998: 1622),

(10) negative evaluation and aim of appearing derogatory or positive evaluation and need
for a euphemistic expression (cf. Polenz 1972: 145, Tesch 1978: 212, Campbell
1998: 60)

(11) laziness of the translator or lack of lexicographical means (cf. Baranow 1973: 127,
Scheler 1977: 88, Tesch 1978: 207),

(12) mere oversight or temporary lack of remembering the indigenous name (cf.
Weinreich 1953: 60, Baranow 1973: 138, Tesch 1978: 209 & 214),

(13) low frequency of indigenous words and instability of words within a region (cf.
Weinreich 1953: 57, Scheler 1977: 88).

Most of these reasons (items 1-10) also occur, although not always in this wording, in the

3 Borrowings of phonemes, morphemes, phonological rules, morphological rules, collocations and idioms as

well as morphosyntactic processes are excluded from this article.
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catalog of motives for lexemic change recently established in Grzega (2002a: 1030ff.). From
this catalog other factors may also motivate the speaker to look for a borrowing, e.g. taboo
and word-play. However, the laziness of a translator (item 11) and mere oversight (item 12),
which have been brought up in the classical literature, can certainly yield to borrowing in the
parole, but it is hardly imaginable how these can have a lasting effect on the /angue. and as a
matter of fact, those who list this reason don’t give any concrete examples. It is also unclear
how a low frequency rate of indigenous words (item 13) can motivate borrowing. First of all,
what is a low frequency rate of a word? Does it mean that the concept is rarely talked of?
Does this then include that infrequent concepts have a tendency to be named with a loanword?
This is not convincing. And a borrowing doesn’t render a concept more frequent. Or does low
frequency rate mean that other synonyms are more frequent? But why should the rare
synonym then be replaced by a borrowing and not simply by the other synoyms? This is
equally little convincing.

3. Excursus: Integration of Borrowings

The integration, or nativization, of a word in a borrowing language’s system is not really a
genuine part of the word-finding process itself, but nevertheless important with regard to the
first realization(s), once the speaker has decided to use a borrowing. Since the topic is dealt
with in length in a number of works (cf., e.g., Haugen 1950, Deroy 1956, Tesch 1978: 128ff.,
Hock 1986: 390ff. & 400, Janda/Jacobs/Joseph 1994: 70ff., Hock/Joseph 1996: 259ff. &
274ff., Trask 1996: 24ff., Campbell 1998: 60ft.), I will only briefly dwell on the aspect of
integration. A one-to-one-reflex of a foreign word can be hindered by diverging phonemes,
sound combinations (i.e. divergent canonic syllable forms), stress patterns and inflection
patterns. Finally, Bellmann (1971: 36) and Tesch (1978: 128) have also pointed out that a
word also needs to be integrated semantically. What position does it take in a word-field?
How does it denotationally, connotationally and collocationally differ from already existing
words. Sometimes the foreign term is stylistically higher, especially when it comes from
classical languages (e.g. E. fo interrogate is more sophisticated then to ask, G. illustrieren
‘illustrate’ is more sophisticated then the synonymous inherited words zeigen or darstellen,
AmE. autumn is more sophisticated then inherited fall), but it can also be the other way
around (e.g. BrE. autumn is less sophisticated then inherited fall), or there can be register
differences (cf. G. technical Appendicitis vs. everyday Blinddarmentziindung ‘appendicitis’
or, in contrary distribution, technical Fernsprecher vs. everyday Telefon ‘telephone’. Besides,
we have to state that the effects and roles of the aspects of integration mentioned not only
vary from language to language, but they can also vary from region to region, social class to
social class, and generation to generation. Moreover, proper nouns have their own rules. It can
be observed, for instance, that Austrians are more eager to reproduce the exact foreign
pronunciation of a place-name better than the Germans (cf. Grzega 2000: 57); Americans
normally replace the [x] of German words by [k], e.g., the German Reich [raIk], but some of
them keep it in the name of the famous composer family Bach, [bay] (cf. Hock/Joseph 1996:
260).

4. Borrowing in the Classical Models

Already Hermann Paul (1920: 392f) draws a rough classification of borrowings,
distinguishing between the borrowing of actual foreign (external) forms and the borrowingof
the internal structure of a foreign word—a classification that will later be known as
importation vs. substitution (cf. also Stanforth [2002: 806f.]). However, it is the studies by
Betz (1949, 1959), Haugen (1950, also 1956), and Weinreich (1953) that are regarded as the
classical theoretical works on loan influence (cf. the two survey articles by Oksaar [1996: 4£.]
and Stanforth [2002]). I would first like to juxtapose the respective nomenclatures and then
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add a few comments.
4.1. The Fundamental Classification(s) by Betz and His Successors

Weinreich (1953: 47ff.) differentiates between two mechanisms of lexical interference,
namely those initiated by simple words and those initiated by compound words and phrase.
Weinreich (1953: 47) defines simple words “from the point of view of the bilinguals who
perform the transfer, rather than that of the descriptive linguist. Accordingly, the category
‘simple’ words also includes compounds that are transferred in unanalysed form.” Simple
words can trigger off a transfer such as Am.ltal. azzoraiti < AmE. that’s all right, an
extension of the use of an indigenous word of the influenced language in conformity with a
foreign model such as Am.It. /ibreria ‘1. bookstore; 2. library’, with the second meaning
effected by AmE. library, or a sign’s expression is changed on the model of a cognate in a
language in contact (e.g. when vakdtsje ‘vacation’ becomes vekejsn in Amer. Yiddish).
Interference triggered off by composite items can also occur in three subtypes: either all the
elements are transferred in analyzed form, or all elements are reproduced by semantic
extensions of indigenous words, or there is a mixture of these two subtypes. After this general
classification, Weinreich then resorts to Betz’s (1949) terminology, which will be illustrated
below.

On the basis of his importation-substitution distinction®, Haugen (1950: 214f.) distinguishes
three basic groups of borrowings: “(1) LOANWORDS show morphemic importation without
substitution. [. . .]. (2) LOANBLENDS show morphemic substitution as well as importation.
[. . .]. (3 LOANSHIFTS show morphemic substitution without importation.” Within
loanshifts Haugen (1950: 219) further distinguishes between loan homonymy, “[i]f the new
meaning has nothing in common with the old,” and loan synonymy, “[w]hen there is a certain
amount of semantic overlapping between the new and old meanings™’. Hock/Joseph (1996:
275ff.) have also tried to determine the factors that make speakers decide adoption or
adaptation: according to them, a high similarity of the structure of donor and target language
as well as political dominion and prestige make speakers prefer adoption, whereas a low
similarity of the structures of donor and target language as well as linguistic nationalism, or
purism, make speakers prefer adaptation (cf. also Hock 1986: 409ff.)). Haugen has later
refined (1956) his model in a review of Gneuss’s (1955) book on Old English loan coinages,
whose classification, in turn, is the one by Betz (1949) again. His suggestions are included in
Table 1 and the following comments.

In sum, the basic theoretical statements evidently all depart from Betz’s nomenclature.
Duckworth (1977) enlarges Betz’s scheme by the type “partial substitution” and supplements
the system with English terms, so that for further discussions we should refer to the following
terminological Betz-Duckworth-version for lexical borrowings (Haugen’s terms are added in
square brackets):

Hock/Joseph (1996) use the terms adoption and adaptation.

Haugen’s terminology was recently updated by Cannon (1999: 328ff.). However, his suggestions are not very
convincing, in my opinion. Thus, I can’t agree with Cannon (1999: 328), when he sees E. loanword a simple
naturalization of G. Lehnwort to fit English phonetic and graphemic patterns. E. loanword is definitely a loan
translation; a simple English loan of G. loanword would, for instance, be a form *['leInwort] *<lanewort>.
Likewise, E. activism is not a formal adaptation of G. Aktivism ‘a philosophical theory’. Moreover, Cannon
doesn’t seem familiar with Haugen’s (1956) further development of his own and the Betz-Gneuss system.
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(1.) Barrowed Waord (2.) Loan Blend (3.1,) Loan Coinage  (3.2.) Loan Meaning
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(1.1.) Foreign Word (1.2 ) Loan Word (3.1 1) Loan Formation (3.1.2)) Loan Creation
[Unassimilated] [Assimilated] [Creations] [--]

(2.1.1.1.) Loan Translation (3.1.1.2.) Loan Rendering
[Exact] [Approximate]
Figure 1:
Duckworth’s revision of Betz’s terminology for borrowings (together with Haugen'’s
terminology)

Betz and Duckworth define these categories as follows:

(1.1.): (non-integrated word from a foreign language, e.g. E. café [kea'fei], envelope in
the form ['amnvoloup], fiancé in the form [fi'amnser] (all from French)®; Sp.

hippie ['xipi], Sp. whisk(e)y (both from English); E. weltanschauung (< G.
Weltanschauung), E. sympathy (Gk sympatheia, maybe via Fr. sympathie), E.
(Johann Sebastian) Bach in the form [bax]; It. mouse ‘computer device’ (< E.
mouse ‘rodent; computer device’);

(1.2.): integrated word from a foreign language, e.g. E. music ['mjuizik], envelope in
the form [‘envoloup], fiancé in the form [fi'pntsei] (all from French); Sp. jipi
['xipi] (a case of graphic integration), Sp. giiisqui (both from English), E.
(Johann Sebastian) Bach in the form [bak];

(2.): composite words, in which one part is borrowed, another one substituted, e.g.
OE. Saturnes deeg ‘Saturday’ (< Lat. Saturnis dies), G. Showgeschdift ‘literally:
show-business’ (< E. show business), G. Live-Sendung ‘literally: live-
broadcast’ (< E. live broadcast);

(3.1.1.1.): translation of the elements of the foreign word, e.g. OE. Monan deg ‘Monday’
(< Lat. Lunae dies), Fr. gratte-ciel and Sp. rascascielos ‘both literally: scrape-
sky’ (< E. skyscraper)’, E. world view (< G. Welteanschauung), G. Miteleid
‘sympathy’ < Lat. comepassio (< Gk. symepatheia), AmSp. manzana de Adan
(< E. Adam’s apple; vs. EurSp. nuez [de la garganta] ‘literally: nut [of the
throat]’);

(3.1.1.2.): translation of part of the elements of the foreign word, e.g. E. brothershood (<
Lat. fratersnitas [= Lat. frater ‘brother’ + suffix] [cf. comment below!]), G.
Wolken<kratzer ‘literally: clouds-scraper’ (< E. skyescraper);

(3.1.2.):  coinage independent of the foreign word, but created out of the desire to
replace a foreign word, e.g. E. brandy (< Fr. cognac);

6
7

The phonetic variants here and throughout the rest of the article are taken from the EPD15.
This, of course, also includes the translations with respect to the word-formation patterns of the recipient

language.



157

(3.2.): indigenous word to which the meaning of the foreign word is transferred, e.g.
OE. cniht ‘servant + disciple of Jesus’ (< Lat. discipulus ‘student, disciple of
Jesus’), OE. heofon ‘sky, abode of the gods + Christian heaven’ (< Lat. caelum
‘sky, abode of the gods, Christian heaven’), G. Fall ‘action of falling +
grammatical case’ (< Lat. casus ‘action of falling, grammatical case’), G. Maus
and Fr souris ‘rodent + computer device’ (< E. mouse ‘rodent, computer
device’).

4.2. Comments on the Classical Classification(s)
The scheme that I have just presented calls for a few comments.

4.2.1. General Remarks: First, it should be added that Betz also includes loan expressions
(or loan collocations) and loan syntax on a par with loan meaning. However, as Haugen
(1956: 763) rightly suggests, they rather belong, “if anywhere, under Lehnbildung. They
differ from other loan formations, not in the principle of borrowing, but in their linguistic
structure: the same thing happens when French faire la cour becomes German den Hof
machen as when English skyscraper becomes German Wolkenkratzer. In either case a
Lehniibersetzung has taken place with a substitution of native morphemes.”

4.2.2. Importation: Borrowings may stem not only from another language, but also from
another variety of the same language. Thus, ModE. uncouth, as can be seen by the lack of
diphthongization of ME. [u:], descends from a North English dialect®. This possibility is
referred to in the works by Schone (1951), Deroy (1956: 113f., 116) and Hock (1986: 380 &
388f.), but by and large, it is not seldom neglected in the literature. On the other hand, it must
also be mentioned that some linguists consciously exclude this possibility from their
definition of borrowing. Gusmani (1973: 7f.), for instance, says that otherwise nearly every
word would be a borrowing—at least from another idiolect. In a way this would indeed be a
correct description for the loan innovation in an idiolect and for the diffusion of the loan in a
the dialect of a speech community, but this is, of course, not a valuable description of loan
innovations in a speech community. Also of note, some of the categories are hard to
deliminate, especially when it comes to the distinction between foreign word (G. Fremdwort)
and loanword (G. Lehnwort)’. The decisive criterion for the separation of loanword and
foreign word is supposed to be the degree of integration. But “integrated” in what respect?
Linguistically (system) or sociolinguistically (acceptance by speech community)? And if
linguistically, which aspects? Only spelling and pronunciation or also inflection? For Polenz
(1967: 72f.) only the sociolinguistic, or sociolingual, aspect is worth pursuing. Cannon (1999:
330f.), too, favors this approach, and distinguishes four degrees of naturalization, the
definitions of which, however, do not really become clear (cf. also Pfeffer/Cannon 1994:
xxxiil). Weinreich (1953: 54f.)) mentions the phonetic, the morphological as well as the
stylistic integration. Gusmani (1973: 23f) suggests keeping formal aspects and usage aspects
apart and terms the former integration, the latter acclimatization. Discussions show at least
one thing, namely that with these categories we are confronted with “fuzzy edges,” to adopt a
label from cognitive linguistics. In other words: there are prototypical, clearly foreign words
such as E. coup d’état (< Fr.) and prototypical, loanwords that are clearly such like E. wine (<
Lat. vinum) and in between many intermediate stages along a continuum (cf. also Deroy
[1956: 224]). It should be realized, though, that in an onomasiological approach, which looks
at the birth, not the maturation of the word, the distinction between loanword and foreign
word is rather of minor importance and only relevant at the very last “onomasiological stage,”

8 Cannon (1999: 332f.) rightly remarks that sometimes the exact source variety or source language may not be

determinable (any longer).
Among German linguists the discussion between foreign word and loan word has a long tradition (cf.
Duckworth [1977: 401t.], Tesch [1978: 42ff.] and Braun [1979]).

9
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the actual pronunciation of the word. In addition, differentiations are also not unproblematic
when it comes to loan formations and loan meanings, as shall be seen later. Moreover, it is a
general rule—and should not be treated as something peculiar in a model—that foreign words
are not adopted with their complete meaning of the source language, but normally in only one
sense (cf. also Stanforth [2002: 808]). This is clear as a speech community does not borrow an
(isolated) word, but a designation for a specific concept (cf. also Schelper 1995: 241)."°
Rarely, terms are also adopted in a meaning broader than in the giving language (cf. Deroy
1956: 265, Pfeffer 1977: 523, Tournier 1985: 330).

4.2.3. Loan Blends: To the group of hybrid composites we may also add the phenomenon of
those “tautological compounds” (cf. Gusmani 1973: 51, Glahn 2000: 46) where a native
morpheme is added to a foreign morpheme, with the sense of the former being already
encompassed in the latter. Examples are E. peacock (first element from Lat. pavo ‘peacock’),
OE. porléac ‘porridge’ (first element from Lat. porrus ‘porridge’ + OE. léac ‘porridge’). It
has been said that “tautological compounds” are coined because speakers don’t know the
exact meaning of the foreign word (any longer) (Carstensen 1965: 265f., Fleischer 1974: 123,
Tesch 1978: 127). This is well imaginable, but it can certainly not be the only reason. Does
the choice between crimson and crimson red, e.g., depend on the knowledge of the exact
meaning of crimson? Moreover, the formal extension of pea to peacock does not necessarily
ease the identification of the corresponding concept, although there is nevertheless a rise in
semantic transparency.

4.2.4. Loan Formations: As to “loan translations” and “loan renderings” it should first be
noted that Betz’s example of brotherhood seems problematic, as here we may wonder
whether -hood doesn’t simply represent the translation of Lat. -itas, which then makes it a
“full” loan-translation. As a matter of fact loan translations and loan renditions have not
always been separated consistently, as Tesch (1978: 114) rightly criticizes. As to an
onomasiological theory it should be underscored that “loan formations,” which Haugen
(1956) calls “creations,” are hard to detect anyhow. How do we know whether the inventor of
a coinage had a foreign model in mind or whether s/he selected the same motive for the
designation (the same iconym in Alinei’s [1997] terminology) by chance? It seems as if the
more salient an iconym, the more difficult we can decide whether we have to do with an
independent formation or a calque''. In addition, the existence of “loan renderings” shows that
it is the iconym rather than the form that is the model for the coinage (cf. also Deroy 1956:
216). For “loan translations” the formal aspect may play an additional part, but this cannot be
decided for sure; the criteria that the classification might additionally be founded on includes
a cross-linguistic comparison (is a specific semantic broadening wide-spread or only
singular?), dates of the first occurrence in the presumable donor and the presumable target
language, and cultural contexts. Deroy (1956: 222) shows that calques can also occur with
idiomatic expressions, e.g. OFr. Coment le faites vous? ‘literally: How it-object make-2pl.
you?’ becomes How do you faire? in Middle English and later How do you do?.

4.2.5. Loan Meanings and Loan Creations: As regards loan meanings, or semantic loans,
(in Haugen’s [1956] terminology “extensions”) already Gneuss (1955: 21) observes that
actually two different processes have been subsumed under this term. In one subprocess,
which he calls “analogous loan meanings,” the polysemy of the foreign model is copied (e.g.
G. Fall “action of falling + grammatical case’ < Lat. casus ‘action of falling, grammatical

' This way, Lipka’s (2001: 305) view that G. Handout shows semantic narrowing because it only carries the

English sense ‘piece of printed information given out to an audience’, but not the sense ‘amount of money
given to a needy person’ seems wrong to me.

" Also Lehmann (1972: 29), Schelper (1995: 326) and Glahn (2000: 37) note that latent loans are hard to
detect. Betz (1972: 141f.) has tried to establish a catalog of criteria, but the general problem will remain
unsolved.
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case’), in the other subprocess, which he calls “substituting loan meanings,” a word that has a
“similar” meaning is extended to purvey the notion of the foreign model (e.g. OE. cniht
‘servant + disciple of Jesus’ < Lat. discipulus ‘student, disciple of Jesus’). But here we face
the same problem as with loan formations, namely: the question of whether cases of
substituting loan meanings were really in any way influenced by a foreign language. This can
be denied even more strictly than with loan formations (cf. also Glahn [2000: 42]). What is
foreign is the concept, but there is no foreign linguistic import. The word is created just like
any word out of indigenous material. Analogous loan meanings, on the other hand, seem to be
a true mixture of semantic change and borrowing, where the foreign word serves as a model
very early in the word-finding process. As for “analogous loan meanings” Gneuss (1955: 22f.)
and Haugen (1956: 764) distinguish between those analogies that are triggered off by the
semantic intersection of model and replica, e.g. OE. funga ‘tongue + language’ due to Lat.
lingua ‘tongue, language’, and those that are triggered off by the phonetic similarity between
model and replica, e.g. Am.Norw. brand ‘fire + bran [i.e. the outer covering of grain that is
separated when making white flour]” due to E. bran ° the outer covering of grain that is
separated when making white flour’'?. Haugen speaks of “synonymous loan extensions” in the
first and “homophonous loan extensions” in the second example, but since model and replica
may not represent complete synonyms and homophones, I suggest speaking of [content-
induced] “loan meanings” and [sound-induced] “loan designations.” However, it seems
doubtful whether these two phenomena are really subtypes of the same type. The genesis
seems rather different to me and Haugen actually offers an alternative view of the second
phenomenon which seems more apposite, namely “regard such homophonous extensions as
LOANWORDS, in which the phonemic replica was not made phoneme-by-phoneme, but was
mutated by influence of phonemically similar morphemes” (Haugen 1956: 764; my
emphasis). Tesch (1978: 118) even mentions a third type of ‘“semantic loan,” viz.
“homologous semantic loans.” As an example he mentions G. realisieren, which, apart from
‘to make, to carry out’, has adopted the sense of ‘to note’ on the basis of E. realize. Such
cases would then represent both content-induced and sound-induced loan phenomena. The
boundaries of these three phenomena are, of course, fuzzy (cf. also Tesch 1978: 118).
Moreover, also Betz’s “loan creations” (not synonymous with Haugen’s creations, which
equal Betz’s loan formations) come into existence, in contrast to what the model suggests and
Kiesler (1993: 516) supports, without any influence from the foreign expression (as already
shown by Betz’s definition'® and also propagated by Haugen [1950: 220f., 1956: 765],
Schuhmann [1965: 66], Tesch [1978: 115] and Hofler [1981])"*—similar to the so-called
“substituting loan meanings.” Both “loan creations” and “substituting loan meanings” should
therefore be excluded from an onomasiological model of loans, since otherwise all types of
word-formations would fall under this heading only because the concepts designated were
imported. This can hardly make sense.

4.2.6. Pseudo-Loans: Hardly integrated in such models, but normally treated separately (if at
all) are the so-called pseudo-loans®. Therefore, I shall delve into this category a little more
thoroughly. Pseudo-loans are traditionally classified into three types (cf., e.g., Carstensen
1980a, 1980b, 198 1—examples are taken from these works):

12 Gneuss (1955: 23) gives another example: G. irritieren ‘to irritate + to confuse’ (< Lat. irritare or Fr. irriter,

both ‘to irritate’) due to G. irr ‘confused’. This, however, is not a good example, since the extension is not
due to a foreign model, but due to the folk-etymological influence of a native (!) word. Also of note, as
Urbanova (1966: 108) has rightly pointed out, it can sometimes be difficult to distinguish between the import
of a foreign word and semantic change; besides, it is also difficult to separate these phenomena from loan
translations (cf. Tesch 1978: 117).

Betz’ example of E. brandy is not a good one, since the word is possibly a true loan of the first element of
Du. brandewijn (cf. Scheler 1977: 27).

Haugen also refers to an article by Casagrande (1954: 217).

There is a variety of other names for the same phenonemon, but I will refrain from listing and commenting
on them. Cf. also Hofler (1990) and Gusmani (1979).
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(i) semantic pseudo-loans (i.e. a foreign word shows a meaning it didn’t have in the
original meaning, e.g. G. Start in the sense of ‘take-off’, G. beaten ‘to play beat
music’ G. Oldtimer ‘veteran car’, G. Musichox ‘juke-box’, G. Dress ‘outfit (sports);
shirt, or strip, of a sports team’, G. checken ‘understand’),

(i) lexical pseudo-loans (i.e. the word looks foreign or is coined with foreign
morphemes, but the combination of the morphemes cannot be found in the foreign
language, e.g. G. Handy ‘cellular phone’'®, G. Showmaster ‘host’""),

(iii)) morphological pseudo-loans (combinations of lexical morphemes that do not quite
correspond to the formations in the foreign language, e.g. G. Happy-End for E.
happy ending"®).

Pseudo-loans can be understood as a process of “borrowing” that is encouraged by the foreign
language’s prestige and rules (cf. Schottmann 1977: 27)". Janda/Jacobs/Joseph (1994: 71ff.)
and Hock/Joseph (1996: 270) point out the phenomenon of ‘“hyper-foreignization” in
pronunciation (or “emphatic foreignisation” in Campbell’s terminology [1998: 76f.]), e.g. the
pronunciation [ku:dogra] for coup de grdce, which in French would have to be [kudagras].
However, one type of pseudo-loans is very prominent in English, although they are never
labeled as such, viz. the so-called “neo-classical compounds,” i.e. terms for basically modern
inventions consisting of Latin and Greek elements. It need be underlined that the above-given
tripartite classification is understandable and valuable from a analytical, synchronic
perspective, especially in the realm of foreign language teaching. A synthetical (i.e.
onomasiological) perspective, however, must view the phenomenon of “pseudo”-loans in a
different way. First, one must look at the source language at the time of the first attestation of
the word in the target language and not into present-day dictionaries in order to discern
whether a word is a “true” loan or a “pseudo”-loan. Hofler (1990: 100ff.) has already
criticized the ahistorical view that is much too often found in dictionaries. This is especially
relevant in an onomasiological approach and also includes the exact analysis of semantic
pseudo-loans: was the aberrant sense already present at the very stage of borrowing (i.e. was
the foreign word misunderstood or misused?) or is the aberrant sense a later, secondary,
independent and conscious development in the target language (cf. also Carstensen 1965:
256f., Bellmann 1971, Hofler 1990: 99)? Personally, I don’t see that aberrant uses of a loan, if
they should ever happen in the parole, can have any lasting effects on the langue. We have no
evidence that the first introduction of a loan is a wrong use of the foreign language®. What we

16" The classification of G. Handy as a lexical pseudo-loan is due to the fact that a noun sandy doesn’t exist in

English. For Glahn (2000: 37), however, Handy is a semantic pseudo-loan, as he just sees the form without
its membership in a word-class (and so handy exists in English as an adjective).

In contrast to G. Handy, which represents a combination of two foreign morphemes not in use in the German
language before, the item G. Showmaster was coined of two foreign morphemes that had already been known
by the German speech community. We may therefore speak of two subtypes of “lexical pseudo-loans.”
Meyer (1974: 123) has called such instances loan shortenings.

Especially pseudo-anglicisms have been the focus of a number of studies on German (cf. e.g. Carstensen
1980a, 1980b, 1981, and Grzega 2001a), but also on other languages (cf. Filipovi¢ 1985, Cypionka 1994). As
to English there doesn’t seem to be a consciousness of pseudo-loans although they do exist (cf. Janda/Jacobs/
Joseph 1994).

Trask (1996: 18f.) lists a number of other examples: Ru. vokzal ‘station’ < E. Vauxhall ‘very important
London station’, E. kangaroo ‘kangaroo’ < Austr. ‘large black kangaroo’, E. cafeteria ‘cafeteria’ < Sp.
cafeteria ‘coffee shop’, Fr. Sp. footing ‘jogging’ < E. footing ‘act of walking, pacing, or stepping’. These
examples can all be rejected as non-valid, though, after a look in relevant dictionaries. The story of Ru.
vokzal is explained in Gorlach (2001: 340): “This meaning was coined in Russian, when an English Vauxhall
(amusement park) opened close to a station of the first railway line in Russia near St. Petersburg. In the
course of time, the name for this fair was transferred to the station building close by and finally became a
generic term.” This is therefore a case of (secondary) semantic change. The etymology of kangaroo is still
very unclear and debated. AmSp. cafeteria included the sense of ‘place where you can buy and drink [first
coffee, later all kinds of other drinks]’, from which AmE. developped still another sense (cf. OED s.v.
cafeteria). Fr. Sp. footing ‘jogging’ (the type also occurs in other languages) may actually represent an
independent, autonomous formation (that later spread over other European countries) (cf. also Gorlach 2001:
123).

20
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can suggest, however, from large corpusses of attestations such as the ones of the AWD, is
that loans can easily undergo semantic extensions (and are finally no longer used in their
original senses). As a consequence lexical pseudo-loans such as G. Handy or G. Showmaster
are not (necessarily) thought to be renderings of actual foreign words. What counts is that
they sound foreign and that they have been coined with foreign material (maybe to the
prestige of the foreign language). Actually, we can observe that these are always compounds
or derivations, in other words: morphosemantically motivated words. This is natural as a
pseudo-loan only makes sense if it shows (at least partly) motivation. It is the entire contact
language that serves as a model and not only the phonetic system (although this can also
happen as will be shown in section 4.2.7.). What has been subsumed under morphological
pseudo-loans can either be secondary developments or true slight changes in the
morphological structure. Thus, in happy ending the derivational suffix -ing was probably not
felt necessary for understanding and was thus suppressed in G. Happy End (aside from the
more recent Happy Ending; cf. AWD). The same holds true for G. Aerobic ‘aerobics’ and G.
Gin Tonic ‘gin and tonic’. As to semantic pseudo-loans, it seems sensible to have a more
thorough look at the examples given above. G. beaten ‘to play beat music’ is most probably
not at all based on E. to beat (as the AWb suggests), but on the earlier loan G. Beat ‘beat
[music]’ and therefore represents an autochtonous derivation. Autochtonous word-formation,
this time compounding, is also the process G. Musicbox ‘juke-box’. I do not agree with the
AWb either, which claims that one American dictionary also lists music-box ‘jukebox’ and
that therefore G. Musichox is a true loan; I think that G. Musichox is an independent,
autochtonous formation. G. Oldtimer and G. Start both were borrowed in their original
English uses, but show secondary semantic extensions based on similarity between the
originally and the secondarily denoted concepts (cf. the dates given in the respective entries in
the AWD). G. checken originally only had the sense ‘to check’, but later also included the
sense ‘to understand’ (cf. AWDb), which can be traced back to the contiguity relationship
between these two concepts. G. Dress ‘outfit (sports)’, finally, does not seem to be based on
the English noun dress, but rather on the compound tennis dress (for ladies) or on the more
general (verbal) morpheme dress; in the latter case, we should see G. Dress on a par with G.
Handy and G. Showmaster, i.e. it is an autochtonous formation with foreign material. In
conclusion, the phenomenon of semantic pseudo-loans is very rare from an onomasiological
point of view, if it exists at all. In sum, we could distinguish between morpho-lexical pseudo-
loans if the word of the replica language does not exist in the model language (such as G.
Handy ‘cellular phone’, G. Showmaster ‘host’), and sem(antic)o-lexical pseudo-loans if the
(composite) word of the replica language does exist in the model language, but was “mis-
used” in the replica language. In any case, one should only speak of semo-lexical pseudo-
loans when the deviating meaning is already there with the “borrowing” process. When the
deviating meaning is secondary then we are facing an instance of semantic change.

4.2.7. Folk-Etymological Adaptations: The force of folk-etymology in connection with
borrowings can be illustrated by the German word ausgepowert ‘1. impoverished, 2.
exhausted’. This word was originally only used in sense 1 and pronounced [‘aosgapovet] well
into the middle of the second half of the twentieth century; it represents a derivation of the
German loan replica of Fr. pauvre [povr]| ‘poor’. With the growing prestige of (American)
English, however, the word was folk-etymologically put into the group of Anglicisms by
pronouncing it more and more frequently [‘aosgopauet] (cf. E. power). This seems close to
what Weinreich (1953: 50) terms a “mild type of lexical interference[, which] occurs when
the expression of a sign is changed on the model of a cognate in a language in contact,
without effect on the content, e.g. when vakdtsje ‘vacation’ becomes vekejsn in Amer.
Yiddish.” To what degree vekejsn was borrowed into American Yiddish due to its phonetic
similarity with vakdtsje remains to be seen: it seems that several motives had their effects
here. G. auspowern is a different case: the spelling remains the same—but it is re-interpreted.
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There are also cases of borrowing that obviously go parallel with folk-etymology. Thus E.
gooseberry (from G. (dial.) Krausbeere, Du. kruisbezie or Fr. grosseille) seems to represent
an apt example. The OED doesn’t believe in an external influence from G. (dial.) Krausbeere,
Du. kruisbezie or Fr. grosseille, viewing the huge impact of animal names on plant names.
However, the weak motivation for naming this specific berry after the goose and the strong
similarity of sounds between the English word and the foreign words are simply too striking
to deny any relation. Another instance is Fr. contredanse (Fr. contre ‘counter, opposite’) from
E. country dance. Mostly, however, folk-etymological adaptations are normally not triggered
off by the name-giver and borrower, but by the speech community, which subsequently tries
to adopt the word.

5. Borrowing in Koch’s Three-Dimensional Model for Lexical Diachrony

In a recent article Koch (2001) has made the commendable attempt to provide us with a
comprehensive model of lexical changes and established a three-dimensional diachronic
lexicological grid which systemizes the possibilities provided to speakers for coining a new
term for a given concept. Koch distinguishes between cognitive-associative relations (such as
contiguity and similarity) on an horizontal axis and formal relations (such as suffixation,
prefixation, and composition) on a vertical axis. In addition, there is a third axis for
distinguishing between indigenous material and borrowed elements; we could term this the
stratification axis. Koch’s (2001: 19) table looks like this:

metaphori I

ideutity  contiguily cal

similarity
‘zero' 00 01 02
CONVErsion 10 11 12
‘ identity contiguity metaphor- faxonomic faxonomic taxonomic cotaxonom- concepiual
tcal similarity superordin. subordin.  ic contrast  contrast
similarity
‘zera’ 01) 01 02 03 04 0% 06 07
conversion 10 11 12 13 14 15 16 17
suffixation 20 21 22 23 24 25 26 27
prefixation 30 3 32 33 34 35 36 37
composition 4 41 42 43 44 43 45 47
Figure 2:

Koch'’s three-dimensional grid for lexical diachrony

A few examples (cf. Koch 2001: 18ff.) for the indigenous material systematized in the front
half of the grid shall illustrate some of the processes. Koch suggests noting lexical changes
down in the form of triples <cognitive relation.formal relation.stratification<. An example for
<taxonomic subordination.zero.stratum< is ModE. meat ‘flesh of an animal when it is used
for food” (from OE. mete ‘victuals; food and drink’), an example for
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<contiguity.composition.stratum< is  ModE. pear tree, an  example for
<identity.suffixation.stratum< is E. wandering (from wander), an example for <metaphorical
similarity.zero.stratum< is Fr. chef ‘person in the leading position’ (from Fr. chef ‘head’), an
example for <taxonomic similarity.zero.stratum< is Pg. rato ‘mouse’ (from Lat. *ratt- ‘rat’),
an example for <cotaxonomic contrast.zero.stratum< is E. (slang) bad ‘good’, an example for
<conceptual contrast.zero.stratum< is It. brava donna ‘prostitute’ (from brava donna
‘honorable woman’).

As to the stratification dimension, which is treated rather in passing, Koch (2001: 25) writes
that very often borrowings are, as he says, neutral in their cognitive as well as in their formal
dimension, i.e. they are simply adopted without formal and semantic change, and thus simply
correspond to the type ‘00’ in the grid (e.g. E. café < Fr. café, It. Mouse ‘computer device’ <
E. mouse ‘animal; computer device’). This has the advantage that the differentiation between
foreign word and loan word and the differentiation between loan translation and loan
rendering become irrelevant. The stratification axis in relation to the formal axis on the hand
and in relation to the cognitive-associative axis on the other is also a reflex of the old
distinction between importation (formal borrowing) and substitution (cognitive-associative
borrowing).

But the models also triggers off new problems. Problems arise, for instance, with cases where
either a word of the stratum is said to take over a new semantic function under the influence
of a foreign word or where the borrowing itself is said to undergo semantic change. As an
example for the former Koch quotes G. Maus ‘animal’, which, under the influence of E.
mouse, also denotes the computer device; the latter is illustrated by G. Sombrero ‘Mexican hat
with a broad brim’ from Sp. sombrero ‘hat’. However, while formal influence from another
language or variety is easily detectable (e.g. E. café, It. mouse, G. Sombrero), foreign
influence on the cognitive-associative level can hardly be made out for certain: how sure can
we be that G. Maus ‘animal’ developed its secondary sense ‘computer device’ on the basis of
E. mouse and does not represent an independent development? Again, the criteria that the
classification might be based on includes a cross-linguistic view (is a specific semantic
broadening wide-spread or only singular?), dates of the first occurrence in the presumable
donor and the presumable target language, and cultural contexts.

Another point of criticism concerns cases like G. Sombrero ‘typical Mexican hat with a broad
brim’. Is it really the case that the relation of taxonomic subordination plays a role in the
borrowing of Sp. sombrero ‘hat’ into German? If German really got Sombrero directly from
Spanish and not via English, it rather seems to be the case that German speakers, when
importing the prototypical type of a Mexican hat and looking for a name, simply took over the
word they had frequently heard among Mexicans denoting their prototypical member of the
category HAT, namely the basic level term sombrero®. It may then be that either the speakers
did not know that the word did not refer to a specific kind of hat, but any type of hat, or that
they did know, but that they also knew that the typical Mexican hat is broad-brimmed. True,
in a semasiological analysis, which departs from the word, the development of Sp. sombrero
‘hat’ to G. sombrero ‘specific kind of hat (viz. with a broad brim, as worn in Mexico)’ is an
instance of specialization; an onomasiological analysis, which looks at the name-giving steps,
suggests that this sense relation is never present in the German speech community’s minds.
This is evidence, again, that people don’t adopt meanings, but references, in other words: not
lexemes, but designations for a specific concept or referent. This is different from cases like
E. meat, e.g., where the first users knew that meat is originally ‘food’; in other words there
was a stage of polysemy that did not exist with the adoption of sombrero in German.

21 subordinate level term is deducible from a number of studies (cf. Mangold-Allwinn 1995: 126ff., 153f.).
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In conclusion, it may be doubted whether, aside from the cognitive and the formal relations,
the stratification aspect should be adopted as a third equally working dimension, unless
maybe in fully bilingual societies. This is not to deny that Koch’s grid is otherwise very useful
and illustrative.

6. The Word-Finding Process

At the beginning of each name-giving process is a concept that you want to name. You either
choose an already existing name for the concept or you choose to create a new synonym or
you even must create a new word because the concept is so new that it has not even been
given a name yet. The cognitive consequences in cases (b) and (c) are the same then. In these
instances speakers need find a suitable motive—an iconym, as Alinei (e.g. 1997) has called it
—for the new coinage. This means that they have to analyze the concept (into salient aspects):
you may see the elements it consists of (partiality), you may see what it looks like compared
to other things (similarity), you may see what it does not look like compared to other things
(contrast) or you may see other concepts (from adjacent frames) that the concept to be named
is related to (contiguity). When trying to find a name for a given concept the speaker not only
has to select from cognitive possibilities, but s/he also has to select from formal possibilities
to bring these associations into actual sound: basically, as already said, s/he may either
(a) take an already existing word and give it a new meaning (i.e. semantic change),
(b) borrow an already existing word with the same meaning from another dialect or
language,
(c) coin a new word from already existing material (word-formation); the speech
community may also use a combination of these possibilities.

In his onomasiological theory of word-formation Stekauer has established a valuable word-
finding scheme that need not be narrowed down to word-formation only, but can serve us
as a general basis for onomasiological processes. According to Stekauer a word-forming
process consists of five levels*:

(1) the conceptual level, where the concept to be named is analyzed and conceptually
categorized in the most general way (i.e. “SUBSTANCE, ACTION (with internal
subdivision into ACTION PROPER, PROCESS, and STATE), QUALITY, and
CONCOMITANT CIRCUMSTANCE. (for example, that of Place, Time, Manner,
etc.)” [Stekauer 2001: 11]),

(2) the semantic level, where the semantic markers or semantic components are
structured®,

(3) the onomasiological level, where the semantic components for the naming units are
selected (“naming in a more abstract sense”) (this level could also be labelled
“iconymic” level),

(4) the so-called onomatological level (with the Form-to-Meaning Assignment Principle
[FMAP]), where the concrete morphemes are selected (“naming in a more concrete
sense”),

(5) the phonological level, where the forms are actually combined.

I prefer to call the last level “morphonological level,” since it also respects morphological and
suprasegmental rules. As to the first two levels the model is a little problematic because
Stekauer provides with no evidence that these are the stages that the speaker’s goes through.
But what we know from psycholinguistic studies is that the various sensory features of an
object are processed by the perceptual system at the same time, but in different speeds: so-

22 The five levels are slightly supplemented in Grzega (2002b).
# Onomasiological relations are also in the center of a recent article by Horecky (1999).
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called global features such as the contours or the color are processed more rapidly than so-
called local features like interior features of an object (cf., e.g., Mangold-Allwinn 1995:
133ff., 260f., Kolb/Wishaw 1990, Navon 1977). Therefore, I suggest to combine Stekauer’s
conceptual and semantic level under a term “perceptual level.” If the object, or concept, it will
immediately trigger off a mental network of linguistic information, in other words: the
linguistic sign (cf. Mangold-Allwinn 1995: 158ff., 261). But the speaker may prefer not to
utter the usual form that has come to his mind, but to search for a new word (e.g. for reasons
of prestige and modernity). This is, of course, automatically necessary with unnamed (new)
objects or concepts. It is logical that the speaker will then have to look at the object and filter
out one or more salient features that he wants to take as a basis for the new name, taking into
account similarities, contiguities, the situational context etc. (onomasiological level). Dirven/
Verspoor (1998: 55) speak of an “onomasiological struggle.” For these features s/he will also
have to find corresponding linguistic material in his/her mind (onomatological) before s/he
finally produces the word with his articulatory apparatus (morphonological level). This
approach seems to work very well as far as word-formation and semantic change are
concerned. The following section will investigate to what extent this scheme can be applied to
word-finding processes where borrowing is involved.

7. Synthesis: Loan Effects in the Word-Finding Process

In sum, borrowings can be categorized (a) according to the level where they come into effect
in the word-finding process and from where the speaker jumps immediately to the
morphonological level and (b) according to whether the formal (and iconymic) structure of a
word is borrowed or merely its iconymic structure. The following figure illustrates my revised
of Stekauer’s model plus the various types of influences indicated by circled numbers, which
are explained below**:
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Figure 3: Suggestion for a new onomasiological scheme of borrowing processes

? In the terminology that I suggest, the names for the coinages showing an external model all end in loan,
whereas those coinages where the internal structure has a foreign model show the morpheme loan in the first
part of their names.
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The word-finding process is as follows. On the perceptual level the speaker analyzes a
Referent in Context and categorizes it either as a familiar or as an unfamiliar Concept. In the
first case s/he then connects the Concept to the corresponding linguistic Sign. Here an
accident, for which I propose the term “phonetic loan”®, may happen. An example of
“phonetic loan” was G. auspowern, where the present German pronunciation was attracted by
E. power (though this, as has been shown, is not the true etymon of the word). Furthermore,
we can confront OE. fers with ModE. verse and OE. Créac with ModE. Greek; in both
instances the initial sound has been re-modeled on the Latin correspondent (and, as a matter
of fact, etymon). In other words: we are virtually not facing an instance of word-finding, or
name-giving. The name is already there, but the speaker is mistake as to the exact form and
re-shapes it on the basis of a foreign, paronymous (i.e. Similarly sounding) name for the same
concept. This is a specific case of folk-etymology then. Such instances first only occur in the
parole, but may easily spread due to the lacking familiarity with a term or due to the prestige
of a specific user of the new sound shape.

Apart from resorting to a familiar name for the Concept, the speaker may also choose to
replace by creating a new name for it. If the Concept is unfamiliar, the the speaker is forced to
create a name anyway. The steps following are equal in both cases. On the way of creation the
speaker, before even analyzing the Concept, again may choose to take the respective name for
the Concept from a foreign language or variety. This borrowing will usually not mean the
borrowing of an entire sign including its semantic and morphological characteristics (Content
and Grammar), but will only mean the borrowing of a Form. The speaker then proceeds
immediately to the level of the Sign and the morphonological level. The result may be termed
a “true loan”@. Yet three accidents may occur at this level, which I term “incomplete loan,”
“misloan,” and “phonetic loan.” An “incomplete loan”® is created if not all morphemes of
the foreign word are reproduced one-to-one. In the traditional terminology we speak of a
morphological pseudo-loan (e.g. G. Happy-End and Fr. happy end from E. happy ending or
G. Aerobic from E. aerobics). Under “misloans”® I understand those words that undergo
folk-etymological alterations during the borrowing process (e.g. gooseberry from G. [dial.]
Krausbeere, Du. kruisbezie, or Fr. grosseille) and instances like Am.Norw. brand ‘fire + bran
[i.e. the outer covering of grain that is separated when making white flour]” (due to E. bran
the outer covering of grain that is separated when making white flour’) where an already
existing indigenous morpheme is used because of the phonetic similarity between model and
replica. However, such “misloans” will normally only occur in the parole, but will not
primarily influence the /langue. If a “misloan” enters the /angue, then this usually happens for
reasons of word-play or of fashionable copying of the creator of the “misloan.”

Instead of simply borrowing the form of a foreign word, the speaker may continue the word-
coining process by analyzing at the iconymic structure of the corresponding expression in a
foreign language or dialect on the onomatological level. If on the onomatological level the
Speaker simply tries to find a way to express the iconymic structure by indigenous material,
the result can be termed a “loan rendering”®. But the Speaker can also continue to take the
foreign expression as a model on the onomatological level. This can be done in two ways: (a)
the Speaker may copy a polysemy of a foreign expression by the semantic extension of an
indigenous word (“loan meaning”®) or (b) the Speaker may copy the morphemic
combination of the foreign word (“loan translation”®). As to the distinction between “loan
translation” and “loan renderings”, I would like to stress, again, that it may not always be easy
to determine when a parallel construction is influenced by a foreign model and when it is is an
independent coinage. Our classic example of a loan meaning (i.e. stricto sensu, “content-
induced”) was G. Fall ‘action of falling + grammatical case’ (< Lat. casus ‘action of falling,
grammatical case’). The influence of foreign words with such instances seems to be the
following. On the perceptual level the concept (here: GRAMMATICAL CASE) is
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semantically structured as ‘X’ (here: ‘grammatical case’) and the speaker now looks at words
for the same reference and semantic structure ‘X’ in a foreign language and sees that a
corresponding foreign word (here: Lat. casus) carries an additional meaning ‘Y’ (here: ‘action
of falling’). So the speaker may in turn look for the corresponding native word that expresses
this additional meaning Y’ of the foreign word (here: G. Fall) and finally decides to extend
the use of Y’s name to X, parallel to the foreign words semantic spectrum (here: ‘action of
falling” + ‘case’).

Of course, it may also appear that the Speaker has reached the onomatological level without
any influence from a foreign language or dialect on the onomasiological level, in other that s/
he has found an iconym without a foreign model. Nevertheless, s/he may now refrain from
taking indigenous material to coin the word, but resort to foreign material. The results of such
coinages has traditionally been termed “pseudo-loans,” and we can continue calling them so;
alternatively, I suggest the term “creative loans”®. Among “creative loans” we can
distinguish between (a) morpho-lexical pseudo-loans, (b) semo-lexical pseudo-loans, and (c)
formations with loan material accidentally also exists in the foreign language. The process is
as follows. When speakers reach the onomatological level (where the concrete morphemes are
selected), they can draw from the set of indigenous morphemes or the word-stock of another
language or indigenous morphemes and foreign words are intermingled. Here, the name-giver
doesn’t care whether the coinage is a real foreign word; it is only important for the speaker
that the morphemes of the new coinage are foreign-sounding (e.g. because of prestige). These
types of loans can be further subdivided. The subtypes have already been mentioned: (a)
morpho-lexical pseudo-loans (e.g. G. Handy ‘mobile phone’), (b) semo-lexical pseudo-loans
(for which I have no safe example as far as the langue is concerned), and (c) formations with
loan material that happens to exist also in the foreign language (e.g. G. Musicbox). This last
type is to be distinguished from “loan translations” and ‘“loan renderings”, which are
formations that have been stimulated not only by a foreign formal model, but also by a foreign
iconymic model. The actual classification is, as | have already said, difficult. But it seems as
if “loan renderings” and “loan translations” suggest themselves more when the iconymic
structures are based on similarity then when based on contiguity; it would be an amazing
coincidence if two speech communities came up with the same similarity association, as
similarity associations between two objects are not directly nature-given, but have to be
construed in the mind, which allows infinite possibilities of comparing one object to another.
Thus, the comparison between the rodent and the computer device is not obvious. If several
languages like German and French show the same extension of the animal term with English,
we can be pretty sure that there English, which was the first to show this use, must have
influenced the other languages.

(P.S.: T would like to point out that this terminology can also be applied to cases of “loan
blends”).

8. Conclusion

We have come to the following observation as regards the three basic name-giving processes,
i.e. semantic change, word-formation and borrowing. Semantic change and word-formation
are phenomena exclusively connected with the onomasiological and the onomatological levels
of the word-finding process (except for the process of folk-etymology). On the
onomasiological level speakers select from the cognitive-associative possibilities, on the
onomatological level they select from various (in this case indigenous) formal possibilty (cf.
Koch’s distinction between the cognitive-associative axis and the formal axis). As far as
borrowing is concerned, the synthetic and dynamic word-and-mind-oriented approach
proposed in this article has shown that influence from a foreign tongue can occur at various
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stages of the word-finding process. This approach has allowed us to detect a number of short-
comings in the classical terminologies, but it has also allowed us to keep the basic notions of
these terminologies and refine their definitions by looking at the processes in the mind. A
larger project will try to establish a comprehensive cognitive onomasiological model of
processes and motives of lexical change (with special reference to English) and will have to
take a word-and-mind-approach as suggested in this article.?
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Joacumm GRZEGA

A QUALITATIVE AND QUANTITATIVE PRESENTATION
oF THE ForCES FOR LeExemic CHANGE IN THE HisTOrRY oF ENGLISH

Abstract

The following article summarizes the most important results of a habilitation dissertation project on the
processes and forces of lexical, or lexemic, change (with special reference to English). It offers a comprehensive
catalog of forces for lexical, or lexemic, change and places these forces on a conscious—subconscious
continuum. It then establishes a frequency ranking of these forces. The ranking is based on a corpus of 281
lexical innovations in the history of formal English. The most salient forces turn out to be fashion/prestige (based
on the prestige of another language or variety, of certain word-formation patterns, or of certain semasiological
centers of expansion), anthropological salience (i.e. anthropologically given emotionality of a concept), social
reasons (i.e. contact situation with “undemarcation” effects), and the desire for plasticity (creation of saliently
and “noticeably” motivated name).

1. Introduction

My habilitation dissertation (cf. Grzega [in press a]) deals with historical onomasiology (with
special, though not exclusive, reference to English) in the light of cognitive linguistics and
consists of two main chapters. First, I try to give a survey of the various formal possibilities of
coining a new term for a concept'. Second, I try to discuss the possible driving forces for
giving a concept a new name, in other words: what the driving motives and causes (I will call
them forces) for lexical change are. Such a discussion has seemed necessary because, despite
current discussions on other aspects of lexical change, explanations on why lexemic change
happens have not been shed light on in any satisfactory way; even the new comprehensive
handbook of lexicology edited by Cruse et al. (2002-) does not include a section on the forces
that trigger off designation changes (or lexemic changes). The following article delves into
this second main aspect of my habilitation dissertation. It first epitomizes the main results of
my discussion of traditional, classical, older views of lexical, or lexemic, change—a
discussion which is based on an analysis of several hundred cases of lexemic change in the
history of English and other languages. It then presents a random corpus of 76 concepts and
the history of their designations, indicating the probable and possible forces of lexemic
changes. Finally, a ranking of these forces will be established.

2. The (Proposed) Catalog of forces for Lexemic Change

In the following section I will give a synthesis of the findings in my habilitation dissertation,
which result from a critical discussion of both classical and more recent views of the causes
for lexemic change. The (intentional or non-intentional) coinage of a new designation can be
incited by a variety of forces, which can also co-occur. A new catalog of forces should, in my
view, read the following items with the attached definitions (some of which do not totally
blend with traditional definitions):

—  prestige/fashion/stylistic reasons (based on the prestige of another language or variety,

of certain word-formation patterns, or of certain semasiological centers of expansion),

— aesthetic-formal reasons (i.e. avoidance of words that are phonetically similar or

1

On this topic cf. also the respective preliminary studies (Grzega 2002b & 2003a).



173

identical to negatively associated words),

taboo (i.e. taboo concepts),

disguising language (i.e. so-called “misnomers,” which express negative things in a
seemingly positive way),

insult,

flattery,

institutional and non-institutional linguistic pre- and proscriptivism (i.e. legal and peer-
group linguistic pre- and proscriptivism, aiming at “demarcation” from other speech
groups),

social reasons (i.e. contact situation with “undemarcation” effects),

anthropological salience of a concept (i.e. anthropologically given emotionality of a
concept, “natural salience”),

culture-induced salience of a concept (“cultural importance”),

dominance of the prototype’ (i.e. fuzzy difference between superordinate and
subordinate term due to the monopoly of the prototypical member of a category in the
real world, not to be mixed up with salience effects!),

onomasiological fuzziness (i.e. difficulties in classifying the referent or attributing the
right word to a given referent, thus mixing up designations?),

morphological misinterpretation (keyword: “folk-etymology”, creation of transparency
by changes within a word),

communicative-formal reasons (i.e. abolition of the ambiguity of forms in context,
keywords: “homonymic conflict”™ and “polysemic conflict”),

logical-formal reasons (i.e. “lexical regularization”, “deletion of suppletion”, creation of
morphological consociation, deletion of dissociation),

excessive length of words,

word play/punning,

desire for plasticity (creation of a saliently and “noticeably” motivated name),

changes in things/changes in the referents (i.e. changes in the world),

world view change (i.e. changes in the categorization of the world due to improved
encyclopedic knowledge, a change in philosophies or cultural habits).

The following alleged forces found in previous works can be shown to be invalid (for
arguments cf. Grzega [in press a]):

By

decrease in salience,

reading errors (this will only trigger off changes in the parole without consequences in
the langue),

laziness (dito),

excessive phonetic shortness,

difficult sound combinations,

unclear stress patterns,

cacophony.

using the “word death” metaphor we can localize the valid forces on a conscious-

subconscious continuum, where the gradual subconscious loss of a word can be compared to
“natural (word) death” and where the conscious avoidance of a word can be compared to
“(word) murder” (these two poles embrace several intermediate degrees; cf. also the
preliminary study in Grzega [2002a]):

Cf. also the preliminary study in Grzega (in press b).

On the preference of this term and this definition of Blank’s (1997: 388ff. & 1999) ideas cf. Grzega (in press
a).

Cf. also the preliminary study in Grzega (2001a).
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subconscious

[ “natural word-death” = lack of motivation]

subconscious “creation of lexical life” with “involuntary word-slaughter, negligent
lexicide” = onomasiological fuzziness, dominance of the prototype, social reasons,
morphological misinterpretation; subconscious “creation of lexical life” = logical-formal
reasons; analogy

relatively conscious “creation of lexical life” = ?logical-formal reasons, anthropological
salience of a concept, desire for plasticity, culture-induced salience of a concept, flattery,
insult, word play, excessive length; analogy

“creation of lexical life” with “(voluntary) word-slaughter” = communicative-formal
reasons, prestige/fashion

“first-degree word murder, first-degree lexicide” and “creation of lexical life” = non-
institutional linguistic pre- and proscriptivism, institutional linguistic pre- and
proscriptivism, taboo, aesthetic-formal reasons, disguising language, world view change;
[conscious “creation of lexical life” = change in things, new concept, ?world view change]

conscious

These forces can also be linked with the various maxims of conversion as presented by Grice
(1975) and, particularly, Keller (1995), who distinguishes the following seven maxims:

acts of choice

benefits costs
N T .o
I-’J__,.-d' \\\ HH"“-H._ // \.\\
o > G
e \\ ‘M‘*-H_ e \\‘\‘
informative social T motoric cognifive
/ \\\ a’lf L "y
e e
. ! G -\H"-\-\.
/‘ \\ l / \\ = |
Persuasion Representation Image Relation Aesthetics

While the maxims on the costs-side seem to influence the choice of the word-coinage pattern,
the benefits-side seem to be connected with the forces for lexemic change. These maxims can
therefore be linked with the forces of lexemic change in the following way:

maxim rather rather conscious rather rather conscious
subconscious conscious violation subconscious conscious observance
violation violation observance observance

Quality (truth |onomasiolo- | ?flattery word-play,

of content) gical fuzzi- disguising

(Persusasion) |ness, do- language
minance of
the prototype
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Quantity ?anthropolog- | word-play, ? desire for
(appropriate ical salience |disguising plasticity,
quantity in of a concept |language, ? culture-in-
content) flattery duced sali-
(Persusasion) ence, recate-
gorization,
communicat-
ive-formal
forces
Manner / social reas- ?anthropolog- |word-play, logical-form- |desire for communicat-
Modality ons, domin- |ical salience |taboo, dis- al reasons, plasticity ive-formal
(order of ance of the of a concept |guising lang- |morphologic- forces, aes-
utterance, prototype uage, ?flat- al misinter- thetic-formal
appropriate tery pretation, re- forces
quantity in categoriz-
form) (Repre- ation, length
sentation)
Image (of disguising
Speaker) language, ta-
boo, fashion,
aesthetic-
formal mo-
tives, word-
play, pre- &
proscriptiv-
ism
Relation word-play, ? |social reas-ons | insult flattery, ta-
(between insult boo, aesthet-
Speaker & ic-formal mo-
Hearer) tives, pre- &
proscriptiv-
ism
Aesthetics (of anthropolog- |word-play,
form) ical salience |taboo, aes-
of a concept |thetic-formal
forces, fashion

3. The JGKUE Corpus

3.1. In order to see whether certain forces from the catalog presented in section 2 would be
particularly prominent I have collected a random corpus of the lexical changes in the history
of formal® English. The corpus consists of all concepts, i.e. lemmas, with initial J, G, K, U
and E in Buck’s (1949) Dictionary of Selected Synonyms in the Principle Indo-European
Languages®. The information listed in Buck had to supplemented by additional information
provided by other dictionaries and works for Old, Middle, Early Modern and Modern
English’. While the discussion of entities, or “types,” of forces is comparatively easy—their
existence can be based on the analysis of a few clear cases of lexical changes— the

> This means that forms of primarily regional/local significance or stylistic markedness are not listed.

¢ T have chosen these letters for the reason that they are the initials of my name (Joachim Grzega) and my
affiliation (Katholische Universitét Eichstatt-Ingolstadt).

7 In this article the periods of English language history are defined as follows: Old English from 449 (coming
of the Angles, Saxons and Jutes) to 1066 (Norman Conquest), Middle English from 1066 to 1476 (Caxton’s
importation of the printing press), Early Modern English from 1476 to 1776 (America’s official
independence), and Modern English since 1776.
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determination of concrete instances, or “tokens,” in a random corpus is much more difficult
due to the scarce information we often have on the concrete path of lexical changes. For
onomasiological studies, we can establish the following rules of thumb. All neutral, unmarked
synonyms for a given concept have to be cross-checked with their semantic ranges, in other
words: the onomasiological information had to be checked with the relevant semasiological,
geographical and stylistic information for a better interpretation of the lexical histories.
Furthermore, it is important that the onomasiologist not only looks at the history of individual
words. In order to find out the forces for a lexical innovation, the linguist has to look at the
entire conceptual and lexical fields. If the forces are tied to the peculiarity of a given concept,
then the analysis should also encompass cross-linguistic data. Finally, it is also crucial
whether a new word is simply added to already existing synonyms or whether it is basically
coined to replace an older word. The general and still most universal source for all historical
lexicologists is the OED. Apart from this landmark work in English lexicography, ample
information for Old English is now provided by the TOE (onomasiological perspective) as
well as the OEC and the classical dictionaries by Grein and Bosworth/Toller (semasiological
perspective). For Middle English onomasiological information can be gathered through the
MEC, semasiological data is provided by the MED and Stratmann/Bradley. For Early Modern
English, which I felt necessary as a fourth stage, which was not included in Buck’s lists,
onomasiological dictionaries or data files do not exist yet. We therefore have to recur to Early
Modern English dictionaries that gloss foreign words with English terms. For my purpose |
have chosen Cotgrave (1611) and Florio (1611). For Modern English I have chosen Roget and
Eaton (1940) as onomasiological sources and cross-checked with the semasiological
information given by the CIDE and the AHD. For additional dialect information I have
consulted Wright’s EDD and the more recent SED. Concomitantly, a number of specific
individual studies could be resorted to®.

In the end my analysis has yielded 281 lexical innovations in 76 of the 112 concepts under the
letters J, G, K, U, E. The corpus will show the following relevance rate of the forces: (1)
prestige has turned out to be the most prominent force, it is relevant in more than half of the
innovations; (2) more than a third of the innovations is triggered off, at least in part, by the
anthropological salience, or emotionality, of the respective concept; (3) about a quarter of the
innovations are initiated, at least in part, for social reasons (in the sense of language contact
zones) and the desire for plasticity. The rest of the forces have proven of minor importance.

The following paragraphs will list the 76 concepts from the JGKUE corpus that show lexical
innovations’, preceded by a few general remarks. The entries are organized as follows. The
entry line gives the concept (as precisely as possible) and its corresponding number in Buck
(1949). The next lines list the respective (monolexematic) forms of “formal” Old, Middle,
Early Modern and Modern English. Sometimes lines end in efc. This was necessary, where
the dictionaries listed many more words for these concepts; it was my task to try to pick out
what seemed the most general and stylistically neutral ones (i.e. those that are not clearly
related to poetic or informal and slang language only and those that are not only recorded
once or by one author or for a specific dialect zone only). Words that are an innovation are
followed by two remarks in brackets. The first bracket indicates the origin of the coinage
(loan, semantic change or word-formation) and the rough date of its coinage (the
chronological determination is based on the first written recordings, which, however, are

8 The individual studies, which are given in footnotes for the corresponding concepts in section 3.2, date from

more recent decades and have been used as supplementary information to the standard dictionaries.

The concepts from the JGKUE corpus that have constant designations throughout English language history
are: “each,” “ear,” “early,” “east,” “eat,” “elbow,” “empty,” “end (spatial),” “enough,” “every,” “ewe,”
“eye,” “gate,” “girdle,” “give,” “glass,” “glove,” “god,” “gold,” “good,” “goose,” “grass,” “green,” “grind,”
“guest,” “kettle,” “key,” “kill,” “king,” “kiss,” “knead,” “knee,” “knife (general),” “knife (table-knife),”

“knot,” “know,” “udder.”

9
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mostly later than the use in spoken language). I have also added the approximate time when a
word must have died out (based on the last written attestation). Of course, spoken usage may
sometimes clearly diverge from written uses. Also of note, the semantic classification must be
looked upon with a critical view. The exact (change of) meaning of a word cannot be
automatically determined from a specific context. A specific context may at first sight suggest
a restricted use of a word; but this is only corroborated if the word is exclusively found in this
specific context at a given period/point of time. Thus, it is therefore not easy to decide, e.g.,
when wench started to end as a word for “child,” and when it started as a word for “girl.”
Most helpful for the determination of the meaning of a word are glossaries (e.g. **“puella —
wenche”) and intralingual juxtapositions in quotations (e.g. *“he hadde oon son and two
wenches”). The second bracket in the listing gives the force(s) which were probably relevant
in the respective cases. This has not always been an easy task, although I do not adopt
Gorlach’s (1987: 1) pessimistic view that “[t]he historical causes that led to the avoidance,
and ultimately non-use, of a particular lexeme cannot be reconstructed with any certainty.”
But the comparison with related words and concepts enables us to reach a certain degree of
probability. If a certain force cannot be assumed with probability, but only with possibility, it
is followed by a question mark. A fifth line is reserved for notes. Lexical losses are not
commented on except when particularly necessary for explaining a lexical innovation.

3.2. General Remarks: In order to spare the listing of frequent annotations in every entry
where necessary I would like to mention them in advance. These annotations link some of the
forces with the characteristic features of specific concepts.

—  Abstract concepts are often connected with the desire for plasticity, i.e. for plastic,
motivated names (e.g. “emotion,” “jealousy,” “understand”). This does not exclude that
also concrete concepts are provided with a new, more plastic name through (e.g.
“edge”).

—  The desire for plasticity is often met by way of metaphors or (metaphorical) composite
forms; but it also is the basis of onomatopoetic and expressive words, which occur with
certain body movements and their derivates (“grasp,” “groan,” “gape,” “urinate,”
“excrement”) and human qualities (“evil,” “ugly”); these may not seldom be taboo
concepts.

—  The effects triggered off by the desire of plasticity and those caused by logical-formal
reasons are not always easy to distinguish, and they frequently go together. Here, stages
before and after changes are of paramount importance. If it is just suffixes that changes
(e.g. ME jolines instead of ME jolitee), we face an innovation caused by logical-formal
reasons since the word’s motivation doesn’t change (cf. also ME goed instead of OE
eode). If a coinage cannot be classified as going back to a productive formation pattern,
then we face a case of desire for plasticity. This means that the desire for plasticity is
connected with the relation between concept and form, whereas logical-formal reasons
are connected with a given concept and its form plus neighboring concepts and their
forms.

— Borrowings are basically connected with two forces, viz. social reasons, when the
borrowing results from everyday contact (superstratum and substratum), and prestige,
when the donor language is seen as a model language (adstratum). Since Old Norse did
never represent a prestige language, loans from this tongue can clearly be traced back to
social reasons (which may occasionally enter the “standard” dialect rather late via
“lower” sociolects). On the other hand, Latin loans can always be tied to the force of
prestige/fashion. With French loans in Middle English, the decision is more difficult. I
have decided to apply the following general scheme: earlier loans, from Northern
French, until 1300, are traced back to everyday contact plus prestige, loans between
1300 and 1400 are seen as possibly (!) due to everyday and probably (!) due to prestige,
still later loans, all from Parisian French, must all go back to prestige. This will also
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concern Latinisms that have more probably be transmitted to English via French. This
scheme is based on the fact that by 1300 the traditionally natural English-French
bilingualism was over even among the nobility. By 1400 French had even stopped as a
salient foreign language and as a language at the court, schools and administrative
institutions; Henry IV (1399-1413) was the first monolingual king.

—  Borrowings from the classical languages as well as from French (mostly in Latinized
form) are particularly prominent among abstract and psychological concepts (e.g.
“emotion,” “explain,” “ghost,” “glory,” “grief,” “understand”) as well as philosophical
concepts (e.g. “evil,” “evil spirit,” “guilt,” “guilty”).

—  Fashion/prestige/stylistic reasons (I will only use the first word in the lists below) must
not only be associated with borrowing, but can also be connected with specific word-
formation patterns (e.g. the replacement of prefixed verbs by phrasal verbs between the
14th and 16th centuries'®) or specific metaphoric and metonymic patterns.

— We must also pay attention to the question whether a foreign word was directly
borrowed from another language or whether it was already in the language in another
sense; in the latter case we should then speak of semantic change, not of borrowing.

— Anthropological salience, or emotionality, is connected with a number of concepts
expressing very basic things in the human world or excessive qualities.
Koch/Oesterreich (e.g. 1996: 73f. & 79ff.) mention the following conceptual fields: (a)
“very basic concepts of life,” such as eating, drinking, sleeping, body-parts, sexuality,
excrements, death, diseases, states of body, states of mind, the weather, working,
money, malfunction, destruction, fighting, etc.; (b) emotions and evaluations, such as
love, hatred, joy, annoyance, fear, beauty, ugliness, good luck, bad luck, harmony,
solidarity, criticism, aggression, etc.; (c) salient intensities and quantities with respect to
qualities, negation; (d) orientation with respect to space and time and the speaker
(spatial, temporal and personal deixis).

—  Taboo refers to the desire of avoiding a specific (growingly stigmatized) designation for
a concept with “undesirable” aspects. We can distinguish between mystic-religious
taboos, so-called taboos of fear (cf. “evil spirit,” “ghost”), taboos of intimate things, so-
called taboos of propriety (cf. “ugly,” “urinate,” “urine), and taboos of moral misdeeds,
so-called taboos of delicacy (cf. “evil”). Lexical replacements for taboo terms are called
taboo-driven euphemisms. If a word does not refer to a taboo concept, but equals a word
referring to a taboo concept, its replacement can be said to go back to aesthetic-formal
forces (cf. “girl”).

— Insult, on the other hand, uses terms that underline the “undesirable” aspects that
euphemisms tend to conceal (e.g. “ugly”).

—  The naming of people has to conform to certain rules of politeness, even “exaggerated”
politeness; therefore the designation for persons (in our list “general” as well as the
kinship relations “grandfather,” “grandmother,” “grandson,” ‘“granddaughter,” “uncle
[paternal]” and “uncle [maternal]”) are combined with the force of flattery.

—  “Onomasiological fuzziness” occurs especially with abstract concepts (“emotion,”
“joyful/glad,” “joy/gladness,” “glory,” “grief”—which shows especially that emotions
are very hard to differentiate). Buck (1949: 1101), e.g., desperately writes: “It is
impossible to draw any sharp lines between the pleasurable emotions expressed by NE
pleasure, joy, delight, gladness, happiness, etc., or by adjectives like joyful, glad, merry,
gay, happy, etc.; and their differentiation in usage corresponds only in small measure to
that in similar groups elsewhere.” But “fuzziness” may also characterize concrete
concepts that are hard to deliminate from neighboring concepts (“equal,” “evening,”
“eyebrow,” “jaw,” “ground,” “groan”); they also occur with lexical fields where, due to
cultural changes, the exact places of certain elements in the field are no longer clear

99 CCy

(“grain,” “jewel”).

10 Cf. Marchand (1969: 108f.).
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Analogy as a force must be kept apart from analogy as a process. Every word coinage is

normally based on the pattern of already existing words; if the pattern is frequent we
speak of a “productive” pattern. This is analogy as a process. However, analogy is a
force only when a specific word or word-change triggers off a (second) word-change

(e.g. “equal,” “give back,” “goat,

99 ¢¢ 99 ¢¢ 29 ¢¢

granddaughter,” “grandmother,” “grandson”).

3.3. List of Annotated Entries (in alphabetical order):

Concept ‘“easy, not difficult” (9.96)

OE iepe, iepelic, leoht

ME ethe, light, aisy (< Fr., 12th c.) (social reasons, fashion)

EModE easy (maybe the result of a confusion of ethe and aisy, the former still in dialects),
light

ModE  easy, (light now only with task, work)

Notes In OE there was no lexical differentiation between “not difficult” and “not heavy.”

Concept “‘edge of a forest™'' (12.353)

OE rand, mearc, mare, bre(o)rd

ME mark, egge (< ‘edge of a knife, a sword etc.,” late 14th c.) (desire for plasticity?)
(vs. mere ‘artificial boundary’), brérd

EModE  mark, edge

ModE  edge, (mark: today only dialectal and only in compounds)

Concept “egg” (4.48)

OE @g

ME ey, egg (< ON, 14th c.) (social reasons)

EModE egg, ey (f16th c.)

ModE egg

Notes The replacement of ey by egg has sometimes also been traced back to the
shortness of the OE word (cf., e.g., Scheler 1977: 119). However, this argument
seems invalid, since [eg] and [ei] are of the same length; moreover, English does
generally not show an aversion to short nouns at all (cf., e.g., awe [o1], eye [ai],
ear [iir], air [err]). However, it is surprising that no modern dialectal forms seem to
go back to the OE type, although this has survived at least until the first half the
16th century.

Concept “elephant” (3.78)

OE elpend, ylp

ME elp, olifant (< Fr.-Lat., 1300) (fashion), elefaunt (< Fr.-Lat., 1398) (fashion)

" On the concept “border, edge” cf. also Grzega (2003b: 27ff.). Buck’s concept is actually “edge of a table, a
forest etc.;” 1 have confined myself to “edge of a forest,” and there may be specific words for other
collocations.
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EModE elephant
ModE elephant

Notes Already the OE words are loans; elpend from Lat. and ylp from Gk. Innovation
was easy due to the fact that the animal does not occur in the Anglo-Saxon world.

Concept “emotion”"? (16.12)
OE — (only periphrastic: modes styrung)

ME feeling (< [‘physical sensation’] < feel, 14th c.) (new concept?, desire for
plasticity, logical-formal reasons), passion (< ‘suffering,” 2nd half 14th c., < Fr.)
(new concept?, desire for plasticity), sentement (< Fr., 2nd half 14th c.) (new
concept?, desire for plasticity, fashion, social reasons?)

EMod  feeling, sentiment, emotion (< ‘moving out, political and social agitation’
[ultimately from Lat.], 2nd half 17th c.) (desire for plasticity, fashion)

ModE  feeling, emotion, (sentiment, now chiefly applied to emotion involving an
intellectual element)

Notes The absence of a monolexematic term for “emotion” in OE can be termed “lexical
gap” (but on this problem cf. Grzega 2004, ch. IV.1.2.). The need for a
monolexematic expression in the 14th c. can be connected with the growing
importance of science and philosophy not only in specialists’ circles. The oldest
word, feeling, is coined on the same pattern as earlier smelling and hearing (and
possibly tasting).

Concept “emperor” (19.34)

OE casere
ME caser (1~1200), emperere (< Fr., ~1400) (fashion, social reasons?)

EModE emperor
ModE  emperor

Notes The conceptual field “titles” also includes the borrowing of other French words:
duke, count, viscount, baron, marquis. On the other hand, a number of inherited
terms have survived as well: king, queen, lord, lady, earl.

Concept “end (temporal sense)” (14.26)
OE end

ME end, close (< vb., 14th c.) (desire for plasticity), conclusioun (< Lat.-Fr., 14th c.)
(fashion), fine (< Fr., ~1200) (fashion, social reasons)

EModE end, close, conclusion, fine
ModE end, close, conclusion, (fine T19th c.)

Notes The formation of close is not also triggered off by logical-formal reasons, since
(1) end is already well consociated with the corresponding verb, (2) the verb close
comprehends many more referents than the substantive.

12 Cf. also Aitchison (1992), Fischer (1992), Né6th (1992), Diller (1994), Schneider (1998: 40ss.), Fabiszak
(1999) und Gevaert (in press).
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Concept “enemy” (19.52)

OE feond, gefa

ME fend, fo, enemi (< Fr., ~1300) (fashion, social reasons?, anthropological salience),
adversary (< Fr., 14th c.) (fashion, social reasons?, anthropological salience)

EModE enemy, foe, adversary, (fiend restricted to the Devil since the late ME)

ModE  (foe), enemy, (adversary)

Notes ModE foe is literary style; fiend is basically restricted to the Devil (cf. also
“demon”); adversary is now basically used for ‘direct opponent’ or to refer to the
Devil.

Concept “enter, go in” (10.57)

OE ingan, infaran

ME ingangen (T15th c.), infaren (112th c.), go in (< prefixation replaced by vb.+adv.
construction, 14th c.) (fashion), fare in (< prefixation replaced by vb.t+adv.
construction, 14th c.; $1590) (fashion), enter (< Fr. or Lat., 1st half 14th c.)
(fashion, social reasons)

EModE go in, enter

ModE  go in, enter

Concept “equal [not in the mathematical sense]” (12.91)

OE gelic, efen

ME even, ilike, alike (< folk-etymological re-interpretation of i- or conscious
replacement by a more frequent prefix) (fashion, analogy, misinterpretation?),
egall (< Fr., 14th c.) (fashion, social reasons), same (< ON, ~1200) (social
reasons), indifferent (< L. or Fr. or autochtonous coinage, late 14th c.) (fashion?,
desire for plasticity, logical-formal reasons?)

EModE even, alike, equal (< ‘[mathemat.],” 16th c.) (onomasiological fuzziness, desire for
plasticity?), egall (117th c.), identic (< Lat., 17th c.) (fashion), identical (< Lat.,
17th c.) (fashion), indifferent (718th c.)

ModE even, alike, same, equal, identic, identical

Notes The distinction between the absolute “equal” and the similar “like, similar” is not

made in all languages and/or not in all language periods (cf. the entries in Buck
1949). It is well imaginable that with the growing importance of scientific
speakers attempted to find means to distinguish the two notions. In German there
is a still more detailled distinction between selb(ig) ‘the same individual thing’
and gleich ‘a thing of the same type.” The item indifferent does not clearly go
back to fashion despite its Latin-Romance origin, since (1) other Latin-Romance
words apply more naturally to the concept (e.g. Fr. pareil [which, as an adjective,
was used only very rarely in the late 14th c. and still more rarely in the early 17th
c. and is thus not a common word of “standard” speech], Lat. equal [which was
used only in the mathematical sense in the late 14th c.] or par [borrowed only in
the 17th c. as a noun]) or have already been borrowed (e.g. Fr. égal), (2) there is
already the adjective different.



182

Concept ‘“error, mistake, moral wrongdoing” (16.77)
OE gedwyld, gedwola

ME dwild (1~1200), dwole (11300), dwele (11350), errour (< Fr./Lat., 1st half 14th c.)
(fashion, social reasons?, anthropological salience?), fault (< Fr., 14th c.) (fashion,
social reasons?, anthropological salience?), (wrong [< adj.?])

EModE error, (wrong), mistake (< ‘error in a more concrete, mathematical sense’ or
directly from the vb. [but the vb. never has a moral denotation], 1st half 17th c.)
(desire for plasticity?, anthropological salience?), fault

ModE error, (wrong), mistake

Notes wrong 1is put into parentheses, since we cannot tell—down to this very day—
whether it can be regarded as a noun in some contexts/collocations (what would
the criteria be?) or whether it must always be viewed as an adjective (which I
would prefer). It is interesting to note that, according to the chronologies given in
the OED, dwild died out ca. 1200 and dwole/dwele in the 14th c. The earliest
record of error is 1300 (in a mathematical sense first). It is astonishing that there
was no larger overlap in written sources; it was obviously possible to get along
with wrong in various collocations. On “error” in the religious sense cf. Kdsmann
(1961: 101ff.). The form mistake could also be directly from the verb, but the verb
never has a moral connotation, and a derivation from it doesn’t bring more
consociation, which is already well established through the pair error—err.

Concept “evening” (14.46)

OE a@fen
ME eve(n), evening (< ‘the process or fact of growing dusk,’ 15th c.) (onomasiological
fuzziness)

EModE evening, eve
ModE evening, (eve)

Notes “Onomasiological fuzziness” here refers to the difficulty in delimitating the
various times of the day, e.g. “afternoon”—(“transitory period”)—“evening”
—*“night.” The “fuzziness” must even be bigger with the period from “morning”
to “noon” since there is no lexical distinction as with evening vs. afternoon. This
type of fuzziness can also be observed for other languages, cf., e.g., Sp. tarde
‘afternoon, evening.” ModE eve is now poetic or used in the sense of ‘day before
an important event,” morn is restricted to poetic and dialectal language; the ModE
coinage forenoon was an attempt to verbalize the transitory period from morning
to noon, which, however, was not accepted in standard speech.

Concept “evil [moral sense]”" (16.72)

OE yfel, earg, woh

3 Cf. also Thornton (1988).
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ME uvel, wough, ill (< ON, ~1200) (anthropological salience, social reasons,
fashion?), hadde (< ‘hermaphrodite?,” ~1300) (anthropological salience, desire for
plasticity), ugly (< ‘ugly,” late 14th c.) (anthropological salience, desire for
plasticity), wikke(d) (probably < OE wicca ‘wizard,’ late 13th c.) (anthropological
salience, desire for plasticity), wrongful (< wrong [on the analogy of rightful],
early 14th c.) (anthropological salience, desire for plasticity, logical-formal
reasons), vicious (< Fr.-Lat., 1st half 14th c.) (social reasons?, fashion), lewed (<
‘lay, unlearned,” 14th c.) (desire for plasticity) (vs. arwe ‘cowardly, idle, bad,’
still exists in northern dialects)

EModE evil, ill, bad, wicked, vicious, naughty (< ‘poor, needy,” 16th c., T~1700) (desire
for plasticity), lewd (Tearly 18th c.)

ModE evil, ill, bad, wicked, vicious

Concept “evil spirit, demon” (22.35)

OE déoful, feond, waerloga (mostly referring to the Devil), *unwiht

ME unwight, devil, fend (restricted to the Devil since late ME), warlow (715th c.),
demon (< Fr.-Lat., 13th c.) (taboo, fashion?, social reasons?), ?gobelin (< Fr.,
early 14th c.) (taboo, fashion?, social reasons?)

EModE demon, devil, goblin

ModE demon, devil, (goblin)

Notes Cf. also “ghost.” On the designations for the biblical devil cf. especially Kdsmann
(1961: 106ft.).

Concept “excrement” (4.66)

OE meox, cwéad, scearn, dung, tord, utgang, fylp, *adelep (only the corresponding
adjective adel is attested in OE)

ME mix, tord, filth, adeleth, ordure (< ‘[~human],” 14th c.) (anthropological salience,
desire for plasticity) (vs. quéd only ‘bad wicked person’; vs. dung nearly
exclusively ‘[~human]’; vs. sharn more and more restricted to dialectal use,
especially ‘dung of cattle’)

EModE ordure, excrement (< Lat., 16th c.) (taboo, anthropological salience, fashion),
stool (< metonymy, 16th c.) (anthropological salience, taboo), furd

ModE ordure, excrement, stool, waste (< metaphor, 20th c.) (anthropological salience,
taboo), (vs. turd [‘slang!]’) etc.

Notes There are naturally dozens of informal and slang expressions. Cf. also “urine,”
“urinate.”

Concept “exist, be” (9.91)

OE wesan, béeon, (am—is—art—sindon)

ME bé (am—is—are—was)

EModE  be (am—is—are—was), exist (< Lat., 17th c.) (fashion)

ModE

be, exist
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It may be asked whether the introduction of exist was connected with a growing
philosophical connotation of “being, exist,” but the noun existence had already
been in the language since the late 14th c.

Concept
OE
ME

EModE
ModE

Notes

“expense, cost” (11.72)
andfengas, degwine

expence (< Fr., late 14th c.) (fashion, social reasons), cost (< Fr., ca. 1300 [but
only rarely attested, more frequent in 2nd half 14th c.]) (fashion, social reasons),
dispense (< Fr., late 14th c.) (fashion, social reasons)

expense, cost, dispense (118th c.)

expense, cost, outlay (< northern dial. < lay out, maybe on the analogy of income,
late 18th c.) (desire for plasticity, logical-formal reasons?, social reasons)

Cf. also the next entry and the entry “gain.”

Concept
OE

ME

EModE

ModE
Notes

“expensive, costly, dear” (11.91)

déore

dére, costful (< cost, 1st half 14th c.) (desire for plasticity, logical-formal reasons,

culture-induced salience?), costious (< cost or directly < Fr., 1st half 14th c.,
culture-induced salience?) (fashion?, social reasons?, desire for plasticity?,
logical-formal reasons?), costleve (< cost, 2nd half 14th c.) (desire for plasticity,
culture-induced salience?), costly (< cost, 2nd half 14th c.) (desire for plasticity?,
culture-induced salience?)

dear, costly, expensive (< expense, 1st half 17th c.) (fashion, desire for plasticity?,
logical-formal reasons?)

(dear today mostly not connoted with costs), expensive, costly

Cf. also preceding entry. It is hard to account for the variety of forms with cost-
(the sources encompass even further suffixations, which, however, haven’t
entered general, common speech). The late 12th c. seems to be the period where
paying with money becomes gradually more widespread than paying with natural
produce in more and more social groups (due to the foundation and growth of
cities) (culture-induced salience!); besides, a “concrete” quality will certainly be
more emotion-laden than an “abstract” nominal concept “expense:” therefore we
can regard the quality “requiring a lot of money” a culturally salient concept.
Attempts to form derivations with cost- certainly contribute to consociation and
motivation, and synonyms are quite natural in the first phase. The coinages of
costleve and costly, after costful and costious had already been established cannot
be traced back to logical-formal reasons, but to the desire to draw attention by to
the “high” costs of a product by unexpected and thus more plastic formations
instead of already established (and thus less striking and, consequently, less
plastic) formations (cf. also, e.g., G. teuer, kostbar, kostspielig, kostenreich).

Concept
OE

“explain” (17.38)

(@)reccan, (@)tellan, unfealdan
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ME tellen, unfolden, rechen (715th c.), claren (< Fr., 2nd half 14th c.) (fashion, social
reasons?), declaren (< Lat.-Fr., 14th/15th c.) (fashion), cléren (< clér, late 14th

c.) (desire for plasticity), explainen (< Fr.-Lat.,, early 15th c.) (fashion),
expoun(d)en (< Fr., 14th c.) (fashion)

EModE tell, unfold, explain, expound, explicate (< Pseudo-Latinism, 1st half 16th c.)
(fashion), elucidate (< Pseudo-Latinism, 2nd half 16th c.) (fashion)

ModE  explain, tell, unfold, clarify (< Lat./Fr., 19th c.) (fashion), (explicate, elucidate,
expound today very formal)

Notes According to the OED explain is first recorded in 1503; Wyclif uses the noun
once (1382), the word does not occur again until 1532: therefore it can be
assumed that explain is not a derivate of the noun explanation, but that explain
entered the language from French-Latin and that the noun was reimported later or
derived from the verb. The forms explicate and elucidate show the typical English
derivation pattern of forming a present from the Latin participle or the noun (the
more Latin form explike is recorded only once, according to the OED, and did not
enter the langue).

Concept “‘eyebrow” (4.206)"

OE ofarbri, eagbraw

ME uvere brey (< “over-lid”) (desire for plasticity), above brey (< “above-lid”)
(desire for plasticity), eye browe (< new compound) (desire for plasticity?), browe

(< ‘lash’) (onomasiological fuzziness), brew (< ‘lid, lash,” 15th c.)
(onomasiological fuzziness)

EModE eyebrow, brow
ModE eyebrow, brow

Notes The same onomasiological insecurity between eyelid, eyebrow and eyelash is
observed for other English dialects (cf. EDD s.v. bree sb.") and other languages as
well (cf. Buck 1949).

Concept “gain, profit [commercial sense]” (11.73)
OE gestréon, tilung, gewinn, gewyrce, etc.

ME winn (F2nd half 15th c.), stren (1300, afterwards only ‘progeny’), profit (< Fr.,

13th c.) (fashion, social reasons), gayne (< Fr., ~1300) (fashion, social reasons),
encrés (< encrésen ‘to advance in wealth < to grow larger,” 14th c.) (desire for

plasticity), liicre (< Lat. or Fr., 2nd half 14th c.) (fashion, social reasons?)

EModE profit, gain, increase (fearly 18th c., now only in related senses), chevisance (<
‘providing of funds,” 16th c., T17th c.) (desire for plasticity), lucre

ModE  profit, gain (vs. lucre dated, disapproving or humorous)

Notes Cf. also the entry “expense.” ME winne may have come out of use due to the
occasionally unclear “polysemy” that may have arisen due to the phonetic
collision with wynne ~ winne ‘joy, pleasure.’

4 Cf. also Norri (1998).
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Concept “gape, yawn, open the mouth wide” (4.52)

OE ginian, ganian, cinan, cinnan, etc.

ME yonen~gonen, gapen (< ON, 13th c.) (social reasons, anthropological salience?,
desire for plasticity), galpen (< ?, maybe Du. galpen ‘yelp’ X gapen, or
onomatopoetic) (anthropological salience?, desire for plasticity)

EModE yawn [jann] (< new, onomatopoetic word or irregular phonetic development of
yone, 16th c.) (anthropological salience?, desire for plasticity), gape, galp (f1st
half 16th c.)

ModE  yawn, gape

Notes yawn must be seen as a lexical innovation or a dialect borrowing, since a regular
continuance of ME yognen should have yielded [joun]; evidently, the innovation
has to do with the relation between form and concept. Some of the OE words have
survived into ModE dialects.

Concept “garden” (8.13)

OE ortgeard (also ‘garden of fruit-trees’), wyrttin

ME orchard, gardin (< Fr., 14th c.; vs. wortyerd ‘garden of herbs’) (social reasons,
fashion, world view change?)

EModE garden (vs. orchard ‘garden of fruit-trees’)

ModE  garden

Notes The import of gardin and the coinage of wortyerd can be traced back to the 14th
c.; at the same time orchard seems to get more and more restricted to gardens of
fruit-trees only. These developments may be seen as interrelated; therefore world
view change may play a role in the borrowing of gardin as a generic term.

Concept “gather, collect” (12.21)

OE gad(e)rian, samnian, lesan, etc.

ME gaderen, samnen, lésen, aggregaten (< Pseudo-Latinism, 1st half 15th c.)
(fashion), assemble (< Fr., mid-13th c.) (social reasons, fashion)

EModE gather, assemble, aggregate, collect (< Pseudo-Latinism, 2nd half 16th c.)
(fashion)

ModE  gather, collect, assemble, aggregate

Notes The types samn and lease are still present in dialects, the first often in a restricted
sense, the latter exclusively in the sense of ‘pick out, glean.’

Concept “gelding” (3.43)

OE hengest

ME geldyng (< vb., 1380) (desire for plasticity, culture-induced salience?,
onomasiological fuzziness) (vs. hengest ‘horse, steed,” 11225)

EModE gelding

ModE  gelding
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Notes Ad ME: Horse-breeding can be seen as a culturally important conceptual field in
most medieval (and modern) European cultures. There are specific terms for
various kinds of horses in several European languages. The introduction of
gelding is in part due to onomasiological fuzziness that had already existed since
OE times: OE hengest could translate Lat. equus ‘horse,” caballus ‘horse for
working,” canterius ‘gelding’ (cf. OEC), and also OE stéda was used as a generic
term as well as a term for the male horse; one possibility to overcome this
insecurity was the coining of a more motivated term. Obviously, hengest hasn’t
even survived in dialects (cf. EDD).

Concept “gender (natural), sex” (2.242)

OE cynn

ME kynde (14th c.) ~ kin, sexe (< Lat.-Fr.; 1382, still rare in ME) (fashion), gender (<
‘class or kind of individuals or things sharing certain traits,” late 14th c.) (fashion)

EModE sex (vs. kind ‘[—animate],” gradually only in the sense of ‘species’), gender

ModE  sex, gender

Concept “general [military], commander-in-chief” (20.18)

OE heretoga, ladpéow, etc.

ME marshal (< Fr., 15th c.) (social reasons?, fashion, flattery), heretowe (113th c.),
lattow (T13th c.), capitan (< Fr., 2nd half 14th c.) (social reasons?, fashion,
flattery)

EModE general (< Fr., 16th/17th c.) (fashion, flattery), commander(-in-chief) (<
commander ‘somebody who is in command of the army,” 17th c.) (desire for
plasticity, flattery) (vs. marshal vs. captain)

ModE  general, commander-in-chief

Notes A rich synonymy can be observed for OE. In ME many terms denoting persons of
(high) military or administrative rank are borrowed from French: lieutenant,
captain, officer, constable; mayor, chancellor, minister, chamberlain, treasurer.

Concept “gens, tribe, clan (in a wide sense)” (19.23)

OE cynn, magp, strynd, cynréde etc.

ME kin, kinred, tribu (< Fr.-Lat., 13th c.) (social reasons, fashion), clan (< Celt., 15th
c.) (social reasons)

EModE  kin, kindred, tribe, clan, parentage (Pseudo-Gallicism/Pseudo-Latinism, mid-16th
c., Tlate 18th c.) (fashion)

ModE kin, kindred, tribe, clan

Concept “get, obtain” (11.16)

OE begietan, gebidan, gefylgan, awinnan etc.

ME awinnen, geten (< prefixation replaced by the simplex plus ON influence, late

12th c.) (fashion, social reasons), receiven (< Fr., 14th c.) (fashion, social
reasons?), obteinen (< Fr., 1st half 15th ¢.) (fashion?)
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EModE get, obtain, receive
ModE get, obtain, receive

Notes OE gietan is just hapax legomenon in a gloss and therefore most probably not part
of current formal speech at that time. The initial ME /g-/ instead of /j-/ makes us
suppose that the word goes at least in part back to Old Norse influence. Looking
at the citations in the MED, we may guess that Fr. obtenir was first borrowed in
the context of politics or religion, not necessarily in everyday use.

Concept “ghost, specter, phantom™ (22.45)
OE scin, scinldc, gast, etc.

ME gost, fantome (< ‘that which deludes the senses or imagination,” 14th c., < Fr.)

(anthropological salience, desire for plasticity, fashion?), spirit (< Lat., 14th c.)
(anthropological salience, taboo, fashion?), scinlac (T 1150), fantasm (< Fr., early

15th c.) (anthropological salience, taboo, fashion?)

EModE ghost, phantom, spirit, fantasm, spook (< Du., 17th ¢.) (anthropological salience,
taboo, social reasons), specter (< Fr., ~1600) (anthropological salience, taboo)

ModE  ghost, phantom, spirit, spook, specter, (phantasm now only poetic)
Notes This concept is a classical taboo item. From the vast number of OE terms only

gast seems to survive into ME. The borrowing of spook seems connected with the

every-day contact between the English-speaking and the Dutch-speaking
communities in 17th-century New York (then New Amsterdam). Cf. also the
entry “evil spirit.”

Concept “girl [non-adult female human being]” (2.26)"
OE meegden, feemne, meegp, *meegdecild etc.

ME maid (with growing negatively associated usages since the 14th c.), wench(el) (<
‘child,” late 13th c., with growing negatively associated usages since the 2nd half
of the 14th c.) (anthropological salience, aesthetic-formal reasons?), ?/asce (< ON,
14th c.) (anthropological salience, social reasons, fashion, aesthetic-formal
reasons?), pucelle (< Fr., early 15th c.) (fashion, anthropological salience, taboo?),
(vs. maidechild ‘little girl’ vs. maiden with already negative connotations in OE)

EModE pucelle (flate 16th c., lives only on in the sense of ‘prostitute’), gir/ (< ‘child,’
early 16th c.) (anthropological salience, aesthetic-formal reasons), it (< ‘little
horse’ or independent expressive coinage, ~1600) (desire for plasticity?, word-
play?, anthropological salience), woman-child (< compound, on the analogy of the
much older man-child, mid-16th c.) (desire for plasticity, logical-formal reasons?),
(vs. maid ‘young girl, female servant’ vs. lass ‘girl(ie), “darling™”)

ModE  girl, woman-child (12nd half 19th c.)

5 Cf. also Diensberg (1985), Lenker (1999), Bammesberger/Grzega (2001) and especially Kleparski (1990,
1997), with good summaries of earlier literature.
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The concept is not easy to define: where does childhood end and adolescence
begin (cf. Lenker 1999) (onomasiological fuzziness'*!)? As in the Middle Anges
“adolescence” started much earlier then today, we can view the concept “girl” as a
center of attraction (anthropological salience) due to its proximity to
babyfaceness? Lenker (1999: 11s.) reports that a basic world view change
occurred during the 17th c., when children were gradually perceived not just as
smaller versions of adults, but as weak and innocent. But this change does not
seem to be in part responsible for any of the lexical innovations. The semantic
restrictions all seem secondary. It can be observed, recurrently, that the words for
the concept undergo semantic deterioration, i.e. they gradually denote “taboo”
words; as a consequence, new terms have to be found for the neutral concept
“girl” to avoid unintended associations (this is meant by ‘“aesthetic-formal
reasons”). Whether ME /asce should be added here cannot be decided for sure. It
seems as if a neutral term for “girl” lasce is rather northern, whereas in the south it
is already mostly connected with affection (i.e. ‘darling’). A remarkable variety of
terms has survived into the dialects (cf. SED item VIII.1.3.).

Concept
OE
ME

EModE

ModE

“give back™ (11.22)
agiefan, edgiefan, eft agiefan, ongiefan etc.

ayeven (113th c.), give again (< prefixation replaced by vb.+adv. construction;
between the 13th/14th c. and the 16th c.) (fashion), restore (< Fr., 14th c.)
(fashion, social reasons?)

give back (< because of the change in use of again, 16th c.) (analogy), restore,
return (< Fr. retourner or < turn, 16th c.) (desire for plasticity?, fashion?)

give back, return, restore

Concept
OE
ME

EModE
ModE
Notes

“glory” (16.41)
wuldor, etc.

wulder (t1st half 13th c.), glorie (< Fr., 14th c.) (fashion, social reasons?,
onomasiological fuzziness?), honor (< Fr., early 13th c.) (fashion, social reasons,
onomasiological fuzziness?), praise (< Fr., ~1400) (fashion, social reasons?,
onomasiological fuzziness?), fame (< Lat./Fr., 13th c.) (fashion, social reasons,
onomasiological fuzziness?), renown (< Fr., 14th c.) (fashion, social reasons?,
onomasiological fuzziness?), renomé (< Fr., late 14th c.) (fashion, social reasons?,

onomasiological fuzziness?)
glory, honor, praise, fame, renown

glory, honor, praise, fame, renown

29 ¢

The distinctions between “glory,” “fame,” “renown,” “honor” and “praise” are
certainly hard to draw (onomasiological fuzziness!). Also of note, the context or
collocation often seems important for the choice of a specific synonym; for OE,
e.g., the TOE distinguishes between “glory, splendour, magnificence” (p. 422),
“glory [in religious contexts on earth]” (p. 649), “glory, majesty of heaven” (p.
653)—OE wuldor is the only word that appears in all three sections and therefore
can be regarded as the most general term. The development in ME is a typical
instance of the huge amount of Fr. borrowings to denote positive qualities.

16

Onomasiological fuzziness, however, doesn’t seem to be relevant in any of the innovations listed here.
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Concept

OE
ME

EModE
ModE
Notes

“go [generic: locomotion without necessary implication of direction or goal]”
(10.47)

gan - pt. éode, gangan, faran, racian, wadan, etc.

go - yéde ~ goed (< new formation on weak inflection pattern) (logical-formal
reasons), gonge, fare, wenden (< ‘turn’) - went (anthropological salience), raken
go - went (< wend ‘turn’) (anthropological salience), rake

go — went, rake (718th c., afterwards only dialectal)

Lexical innovations can of course only be found for the preterite forms here. The
forms for “go” show (recurrently) suppletive paradigms also in other languages
(cf,, e.g., the Romance and Slavic languages as well as G. gehen (pres.) vs. ging
(preterite, which must come from a present stem gang-) (these and similar
instances of suppletions were already illustrated by Osthoff [1899].

Concept
OE

ME

EModE
ModE
Notes

“goat (female) (domesticated)” (3.36)

gat

gote, she-gote (< compound, late 14th c., on the analogy of he-goat [and other
sex-based animal antonyms]) (desire of plasticity, logical-formal reasons,
analogy?)

goat, she-goat

goat, she-goat

Viewing the TOE (p. 83 & 85) we see that no generic OE term for “goat
(domesticated)” existed, but that there were distinctions of sex-related terms
between wild and domesticated goats. The introduction of the compound she-goat
should be seen in connection with the preference of he-goat over buck/héver in the

late 14th century, but it must also be seen that animal sex distinction through
compounds with he- and she- had begun to be regular and productive in the
second half of the 14th c. Cf. also the entry “kid.”

Concept
OE

ME

EModE

ModE

“govern [in a political sense]” (19.31)

(a)w(e)aldan, ricsian, reccan, rihtan, stéoran, dihtan, h(e)aldan, wearden etc.

(a)welden, rixen (flater 12th c., in the 13th c. only in collocation with God),
righten (T14th c., afterwards only connoted with God), stéren, warden (114th c.),
dighten (714th c., later not in a political sense, but also in the more general,
unspecific sense ‘rule’), reule (< Fr., 14th c.) (fashion, social reasons?), govern (<
Fr., 14th c.) (fashion, social reasons?) (vs. recchen only ‘to care, to heed’), guien

(< Fr., 1st half 14th) (fashion, social reasons?), maybe also holden

rule, govern, guy (fearly 16th c.), steer (fearly 16th c., afterwards only in
collocation with vessels) (vs. wield dial. ‘to manage successfully, to obtain by
whatever means’)

rule, govern
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ME reule seems to be a pseudo-Gallicism in the sense of ‘to govern;’
Tobler/Lommatzsch (s.v. riuler) only list the sense ‘rule,” but often in collocation
with “God” and “nature” and “the world”—this might have caused the word’s use
as “govern.” The field of administration shows an enormous amount of Gallicisms
since ME times (cf., e.g., Scheler 1977: 55). The use of OE haldan, ME holden
shows a certain fuzziness between possessing and ruling.

Concept
OE

ME

EModE
ModE

Notes

“grain, cereal” (8.42)

corn (also ‘[orig.:] fruit or seed of corn’), spelt, hwete

corn, grain (< ‘fruit or seed of corn’ or directly < Fr., early 14th c.) (fashion?,
social reasons?, onomasiological fuzziness?) (vs. spelt ‘(grain of) Triticum spelta’
vs. hwete ‘wheat’)

corn, grain

(corn: now mostly specialized: ‘wheat (EnglE), maize (AmE), oats (ScotE and
IrE)’), grain, cereal (< Lat., 1832) (fashion?, onomasiological fuzziness?)

We do not know whether ME grain ‘cereal’ was the result of a (subconscious)
metonymic extension of grain ‘fruit/seed of corn’ (this sense is attested about a
century earlier) (onomasiological fuzziness!) or whether it is a direct loan
reflecting the same semantic range as in French/Latin (fashion!); in general, the
exact meaning cannot always be determined for sure. At any rate, the borrowing
of a French loan into the miller’s vocabulary is rather strange. Maybe speakers
looked for a lexical possibility to distinguish between the seed (grain) and the
entire plant (corn) (fuzziness!). Secondarily, the terms lost their clear contents and
references again (fuzziness!). At a third stage the term cereal became necessary,
with the growing specialization of corn to ‘wheat,” ‘corn,” or ‘maize’ since the
18th/19th century (cf. also Grzega [in press b]) and, once again, with a growing
need to clearly distinguish between the seed and the entire plant (fuzziness!).
Similar shifts can also be observed for other European languages.

Concept
OE
ME

EModE

ModE
Notes

“granddaughter” (2.48)
nefe, nift (or periphrastic designation)

nift (11500 as ‘niece,” the meaning ‘granddaughter’ had already died out in OE
times), nece (< Fr., 14th c.) (fashion, analogy)

granddaughter (< grandfather, 1611) (fashion, logical-formal reasons?, analogy)
(niece 17th c.)

granddaughter

The two OE terms also meant ‘niece’ (as nefa also referred to both “grandson”
and nephew”); we can therefore assume a certain degree of fuzziness, which must
have existed among the old extended families. This fuzziness, however, doesn’t
seem responsible for these specific changes (in contrast to “uncle”). The “grand-"
terms should not only be seen as patterned on grandfather (analogy), but they
should also be seen in connection with the entire kinship terminology (logical-
formal reasons, cf. also the entries “grandfather,” “grandmother,” “grandson,” and
“uncle”).

Concept

“grandfather” (2.46)
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OE ieldafceder

ME eldefader (tca. 1500), grauntsire (< Fr., late 13th c.) (fashion, flattery, social
reasons), grandfather (< partial influence from Fr., 1424) (fashion, flattery), aiel
(< Fr., 2nd half 14th c., fca. 1500) (fashion, flattery), belsire (< Pseudo-Gallicism,
15th c.) (fashion, flattery)

EModE grandfather, belsire (t17th c.)

ModE  grandfather

Notes Cf. the entry “granddaughter.”

Concept “grandmother” (2.47)

OE ealdemodor

ME eldemoder/oldmoder (115th c.), graundame (< Fr., 13th c.) (fashion, flattery,
analogy, social reasons), grandmother (< partial influence from Fr., 1424, on the
analogy of grandfather) (fashion, flattery, analogy)

EModE grandmother

ModE  grandmother

Notes Cf. the entry “granddaughter.”

Concept “grandson” (2.48)

OE sunsunu, nefa (or periphrastic designation; ‘also nephew’)

ME neve (T15th c.), neveu (< Fr., late 13th c.) (fashion, analogy, social reasons), cosin
(< Fr., 14th c., ¥15th c.) (fashion, analogy, social reasons?)

EModE  grandson (< grandfather, 1586) (flattery, logical-formal reasons?, analogy) (vs.
neveu/nephew 11700, now only ‘brother’s or sister’s son’)

ModE  grandson

Notes Cf. the entry “granddaughter.”

Concept “grape” (5.76)

OE winber(i)ge, ber(i)ge, corn

ME winberie, berie, corn, grape (< Fr., ~1300) (fashion, social reasons?), raysyn (<
Fr., 14th c.) (fashion, social reasons?)

EModE grape, berry (vs. raisin [restricted sense since the 17th c.], winberry)

ModE  grape, berry

Notes ModE dial. winberry means ‘red currant’ and ‘gooseberry’ (cf. EDD).

Concept “grasp, seize, take hold of [with the hand]” (11.14)

OE (toge)gripan, grippan, beclyppan, befon, gehentan, (@)leeccan, (@)fon, on hrinan,

*graspian, recan etc.
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ME graspen, biclippen, ihenten, réchen, fon (t15th c.), bifon (flate 15th c.), gripen,
grippen, lachen (t15th c., today only intransitive), taken (< ON, late 11th c.)
(social reasons), séisen (< Fr., ~1300) (fashion, social reasons?)

EModE grasp, seize, grip, gripe, beclip (T16th c.), hent (17th c.), reach (17th c.), clitch/
clutch (< ‘to incurve the fingers,” 17th c.) (desire for plasticity)

ModE  grasp, seize, grip, gripe (arch.), clutch (now mostly connoted with fear)

Notes It may be that seize was used in a military, political sense first, but the
chronological proximity of the sense recorded does not allow us to tell for sure."”

Concept “grave, burial place [without (necessarily) implying a precise form]” (4.79)
OE byrgen, greef, stede

ME burien, grave, stéde (Tlate 15th c.), tumbe (< Fr., 13th c.) (fashion, social reasons),

burial (< burien + Fr. suffix, ~1250-1612) (fashion), sepulture (< Fr.-Lat., 13th c.)
(fashion, social reasons?)

EModE grave, tomb, sepulture, (burial until the 17th c., afterwards only ‘funeral’)
ModE  grave, tomb, (sepulture arch.)

Notes The restricted use of burial is probably due to the suffix -a/, which is mostly used
as a suffix expressing the action of the verbal stem; buri(en) was probably too
much associated with the activity of burying. The various terms may at first have
been applied to different types of graves, but the recordings do not allow us any
safe conclusions (the situation seems clearer in German and the Romance
languages).

Concept “great, large, big [size]” (12.55)
OE micel, gréat (with the connotation ‘coarse, stout, thick’)

ME mikel/muchel, gréte, big (< ‘strong, sturdy, robust’ / < ON; first rare recordings

14th c.) (social reasons, anthropological salience), large (< Fr., 13th c.) (fashion,
social reasons, anthropological salience), huge (< Fr., 2nd half 13th c.) (social
reasons, fashion), immense (< Fr., late 15th c.) (fashion)

EModE great, big, large, huge, immense

ModE  great (only in peripheral use, e.g. in emotional speech, otherwise in the sense of
‘grand,” i1.e. quality instead of quantity/size), big, large, huge, (immense now
rather ‘very big’)

Notes In ME gréte covers a wide semantic area ‘large in size or quantity, big, much,

abundant; swollen, fat, pregnant; lumpy, coarse; powerful; intrinsically
important;” ME large means ‘inclined to give or spend freely, munificent, open-
handed; generous; ample in quantity; ample in range or extent; big in overall size.’
This means that there have been shifts between semantic centers and semantic
peripheries. One would also have liked to add enormous to this list, but this rather
denoted any kind of extremeness,‘very positive + very negative,” until the late
19th c.; today it can be seen as a synonym of immense, meaning ‘very big.”'®

7" Cf. also Schneider (1988) und Schneider (1998).
'8 Cf. also Dekeyser (1994).
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Concept “grief, sorrow” (16.32)

OE sar (also ‘pain, suffering’), sorh (also ‘care’), hearm, gyrn, wa, bitterness,
langung, trega, bealo, caru, grama, hefignes, téona etc.

ME sor , sorwe, harm, wo, bale, care, grame, heaviness, téne, anguish (< Fr., 13th c.)
(social reasons, fashion, anthropological salience?), gref (< Fr., 14th c.) (fashion,
social reasons?, anthropological salience?), destress (< Lat., early 14th c.)
(disguising language?, onomasiological fuzziness, fashion, anthropological
salience?), discomfort (< Fr., 14th c.) (fashion, social reasons?, onomasiological
fuzziness, anthropological salience?), dol (< Fr., 13th ¢.) (disguising language?,
onomasiological fuzziness, fashion, social reasons, anthropological salience?),
reuthe (< ON, 13th c.) (onomasiological fuzziness, social reasons, anthropological
salience?)

EModE sorrow, grief, woe, heaviness, teene, ruth, bale (early 17th c.), grame (717th c.),
care (18th c.), harm (717th c.), (distress), anguish, sore, (discomfort only rarely
in this sense)

ModE  sorrow, grief, heaviness, (teene arch., ruth tearly 20th c., woe very formal)

Notes The mass of OE (and also ME) words to express “grief, sorrow” is really
astonishing, and it is unfortunately hard to say what the exact differences are (cf.
TOE p. 443) as it is hard to define the concept “grief, sorrow” at all—an
onomasiological fuzziness that seems to exist throughout the entire language
history."

Concept “groan [expressive of pain or grief]” (16.39)

OE granian, stenan, poterian, menan, etc., grymettan, grunnettan

ME grinten (T15th c.), grunten, grone, méne, yowl (< ON [onomatopoetic in nature],
early 13th c.) (social reasons, desire for plasticity, anthropological salience), wail
(< ON [onomatopoetic in nature], 14th c.) (social reasons, desire for plasticity?,
anthropological salience?)

EModE groan, grunt (t17th c.), yowl, wail, ululate (< Lat. [onomatopoetic in nature],
1623) (disguising language?, desire for plasticity?, prestige?, anthropological
salience?), moan (< conscious irregular development méne toward expressivity or
separate onomatopoetic formation, 1548) (desire for plasticity, onomasiological
fuzziness?, anthropological salience?), etc.

ModE groan, moan, yowl, wail, ululate

9 Cf. also Kurath (1921), Aitchison (1992), Fischer (1992), Néth (1992), Diller (1994), Schneider (1998:
40ss.), Fabiszak (1999) und Gevaert (in press).
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It may be asked whether still more Latinisms should be added to the ModE
section of this list of general, neutral language: this must be denied since these
cannot be regarded as neutral, but must be considered as markedly formal. ModE
moan may ultimately go back to OE me@nan, but the regular continuation should

be [min]; moan [moun] must therefore be regarded as a re-formation that aims at

gaining an expressive shape in order to establish a better link between form and
concept. Other languages also show a multitude of synonyms, but it is not always
easy to decide whether the driving force for these innovations is fuzziness,
anthropological salience, the desire for plasticity, the goal of disguising language
or a mixture of them.

Concept
OE
ME

EModE
ModE
Notes

“ground, earth, soil” (1.212)
grund, molde, eorpe, land

ground, erth, land, soil (< Fr., 14th c.) (fashion?, social reasons?, onomasiological
fuzziness)

ground, soil, earth, land
ground, soil, earth, land

Buck lists “ground, earth, soil” as a sub-entry of “earth, land,” which already
shows how vaguely the differences between these concepts are made by the
various Indo-European speech communities (“onomasiological fuzziness”).

Concept
OE

ME

EModE
ModE

“grow, increase in size [of an object]” (12.53)

weaxan, growan, gréatian

waxen, growen, gréten (T15th c.), encrésen (< Fr., late 14th c.) (fashion, social
reasons?)

wax, grow, increase, amplify (< Lat., 1580) (fashion)

grow, increase, (amplify now rare, wax is only used in connotation with moon)

Concept
OE
ME

EModE

“guilt, fault, moral responsibility for wrong doing, culpability” (16.76)
scyld, gylt, etc.

shild (71st half 13th c.), gilt, guiltiness (< guilty, ~1375) (desire for plasticity,

anthropological salience), faute (< ‘physical or mental fault’ or directly < Fr., 14th
c.) (fashion, social reasons?, world view change, anthropological salience), error
(< Lat.-Fr.,, 14th c.) (fashion, anthropological salience, social reasons?),
coupe/culpe (< Fr., late 14th c., T15th c.) (fashion, social reasons?, world view
change, anthropological salience), demerit (< Lat.-Fr., 15th c.) (fashion,
anthropological salience), wife (< ‘fine imposed for certain offences or privileges;

penalty,” 1st half 13th c.) (desire for plasticity)

guilt, guiltiness, error, fault, demerit, wite (since 18th c. only dial.), culpability (<
Lat. or derived from culpable, 1675) (fashion, anthropological salience, desire for
plasticity, logical-formal reasons), peccancy (< Lat. or derived from peccant,
1656) (fashion, desire for plasticity?, anthropological salience, logical-formal
reasons?), culp (17th c. [maybe already before the creation of culpability)
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ModE  guilt, error, fault, culpability, (guiltiness now very rare, peccancy nOw Very rare,
demerit now only ‘disadvantage’)

Notes EModE culpability is either taken from Lat. or derived from the already exisiting
adjective. With both assumptions it is clear that culpability can be related to the
generally known culpable; therefore an underlying desire for plasticity and
logical-formal reasons seem the probable impetus for this innovation. The same
cannot be said for peccancy, though, since peccant has not yet been in the
language for such a long period of time and was maybe not a generally known
word yet, so that a desire for plasticity may be possible, but not clearly probable.
In OE a separately lexicalized concept “moral responsibility for wrong doing”
doesn’t seem to exist yet. ME faute covers the following semantic field: ‘1. lack,
want, scarcity, deficiency; 2. blemish, flaw, fault, mistake, error with reference to
belief; 3. failure to perform an obligation, neglect in duty, default; 4. moral defect
or imperfection, wrong-doing, misdeed, offence, sin, crime; 5. culpability, blame,
charge of blame or censure’ (cf. MED). ME designations for moral qualities are to
a high degree from French. In ModE more Latinisms could be added, but these
should be considered markedly formal. Cf. also next entry.”

Concept “guilty” (21.35)
OE scyldig, gyltig, scec, synnig

ME shildi (t1st half 13th c.), gylty, fauti (< faute, 14th c.) (desire for plasticity,

anthropological salience), fo blame (< Fr., 1225) (desire for plasticity,
anthropological salience), blameworthy (< comp., 14th c.) (desire for plasticity,
anthropological salience), cou(l)pable (< Fr.-Lat., 14th c.) (fashion, social
reasons?, anthropological salience), defauty (< defaute, 15th c.) (desire for
plasticity, anthropological salience, logical-formal reasons), defectif (< Fr., ~1400)
(fashion, social reasons?, anthropological salience), guiltif (< guilt or guilty, 14th
c.) (fashion, morphological misinterpretation?)

EModE  guilty, faulty (t17th c.), culpable, blameworthy, to blame, peccant (< Lat., ~1600)
(fashion, anthropological salience), defective (12nd half 17th c.), defaulty (116th
c.) etc.

ModE  guilty, culpable, blameworthy, to blame, at fault (< periphrastic construction,
1876) (desire for plasticity, anthropological salience), (peccant now very rare)

Notes Like ME faute (cf. the entry “guilt”) ME fauti (still in dialects) covers a wide
range of meaning, viz. the corresponding adjectival meanings of the noun’s senses
under (1) and (4) (cf. preceding entry).?' The alternation of inherited -y and French
-if can be observed for a limited number of adjectives (cf. OED s.v. -ive); this
alternation may go back to a confusion of the two suffixes (cf. also “joyful”).

Concept “gulf” (1.34)

OE see-earm, fleot, healh etc.

ME flete, goulf (< Fr./It., ~1400; vs. baye) (world view change, fashion?, social
reasons?)

2 Cf. also Richards (1998).
2l Cf. also Richards (1998).



197

EModE  gulf, inlet (< compound, 2nd half 16th c., now primarily dialectal) (world view
change, desire for plasticity) (vs. fleet mostly ‘creek, inlet’ and rarely connected
with the sea [until the 18th c.])

ModE  gulf, inlet

Notes OE does not yet make a lexical distinction between the more inclosed gulf and the
more open bay; the distinction resulted from a new classification of the world, i.e.
world view change, that must go back to French influence. ModE fleet still exists
in many dialects in this sense.

Concept “gun [i.e. the small or hand gun of the soldier or sportsman]” (20.28)
OE —

ME gunne (1339)

EModE  gun, rifle (< vb. ‘form the grooves,” 2nd half 18th c.) (change in things?)
ModE  gun, rifle

Concept “jaw” (4.207)
OE céace, ceafl, geaflas, geagl, céacban, etc.

ME cheek [also already in the sense of ‘cheek’], chavel, jaw ~ jow(e) (< Fr., 14th c.)
(fashion?, social reasons?)

EModE  jaw ~ jawel (< chavel x jaw) (morphological misinterpretation, onomasiological
fuzziness?, 1598) (vs. jowl)

ModE  jaw

Notes It is evidently hard to draw clear lines between cheek, jaw and chin. This
fuzziness also make speakers/hearers mix up, or blend, the similar sounding words
chavel (inherited) and jaw (borrowed). According to the TOE and the MED, OE
céace and OE ceafl ~ ME chavel could even be used in the sense of ‘throat.’*

Concept “jealousy, envy” (16.48)
OE nip, cefest, anda

ME nithe (Tearly 13th c.), evest (~1300), onde (72nd half 14th c.), gelousy (< Fr.,
~1400) (anthropological salience, fashion, social reasons?), gelousnes (< Fr. +
replacement of -ie by E. suffix or separate nominalization from the adj., 2nd half
14th c.) (anthropological salience, desire for plasticity, logical-formal reasons,
fashion, social reasons?)

EModE jealousy, envy (< ‘malignant or hostile feeling’ or directly < Fr., late 16th c.)
(anthropological salience, fashion), enviousness (< envious, late 16th c.) (desire
for plasticity, logical-formal reasons, anthropological salience), heartburn (<
heart+burn, 16th c.) (anthropological salience, desire for plasticity), heartburning
(< heartburn, 16th c.) (anthropological salience, desire for plasticity)

ModE  jealousy, envy, (enviousness, heartburn, heartburning now obsolete)

22 On this topic see the recent study by Krefeld (1999) on the names for the extremities in Romance language
history (supplemented with a few comments in Grzega [2001b] and Grzega [in press a]). The wide-spread
fuzziness of body-parts, especially as regards the extremities, is already observed by Buck (1949: 235{f.).
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Scheler (1977: 55) correctly writes that French loans were imported for all seven
deadly sins in the 13th and 14th centuries (dates according to the OED): gluttony
(1225), lechery (1230), envy (1300), avarice (1300), ire (1300), fornication
(1300), vainglory (1340), luxury (1340), jealousy (1400). However, they don’t
seem to have been borrowed together, but separately; furthermore, they did not
completely oust the older words (e.g. lust, wrath). Therefore, I refrain from listing
analogy as a driving force. Another difficulty that arises: do ModE jealousy and
envy really verbalize the same concept? As Buck seems to assume this, I have
tried to assemble all words that express “a negative feeling toward a person
because s/he has something that speaker doesn’t have.”

Concept
OE

ME

EModE

ModE
Notes

“jewel” (6.72)
gimm, gimstan, stan etc.
yim (fafter 1500), yimstone (fca. 1200), gemme (< probably from Fr. because of

[dz3-] and [e], ca. 1300) (fashion, social reasons?), stone

gem, stone, jewel (< ‘ornament made of gold, silver or precious stones,’ early 16th
c. < Fr.) (onomasiological fuzziness, fashion?)

gem, gem-stone (< compound, 1883) (desire for plasticity), stone, jewel

Viewing the dates of records we can assume that ModE gem-stone is a new,
separate formation that does not go back to ME yimstone.

Concept
OE

ME

EMod
ModE
Notes

“join, unite” (12.22)
(ge)fegan, gediedan, gesamnian

feien, joine (< Fr., late 13th c.) (fashion, social reasons), unyte (< Fr., 15th c.)
(fashion), combinen (< Lat., ~1450) (fashion), onen (< on ‘one,” 14th c.) (desire

for plasticity)
join, unite, combine, one
join, unite, combine, one

Although ME feien; ‘join; combine, unite; go together, match in style; delay’ was
homonymous with feien, ‘cleanse, clear; do away; make ready’ and feien; ‘put
somebody on bad terms (with God)’ I do not think that homonymic conflict was at
work here, since the homonymy had already existed for two centuries before join
was first attested in English (1297). Moreover, when join entered the language
feien; had already come into disuse. Furthermore, there is also a form OE anen,

but it is attested only once (in Bede), so that ME onen should be considered a new
formation.

Concept
OE

“joy” (16.22)
gefea, bliss, blips, gleednes, gledscip, wynn, dréam, myrp, scelp etc.
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ME blisse/blith, gladness, gladship, wunne, mirth, sélth (115th c.), joy (< Fr., early
13th c.) (fashion, anthropological salience, social reasons), drém (f13th c.,
afterwards only in the sense ‘dream’), fé (112th c.), chére (< ‘good mood, humor’,
2nd half 14th c.) (fashion, anthropological salience, onomasiological fuzziness?),
deduit (< Fr., ~1300, until the 15th c.) (fashion, anthropological salience, social
reasons?), delice (< Fr., early 13th c.) (fashion, anthropological salience, social
reasons), delitabilite (< Fr.-Lat., 1st half 15th c.) (fashion, anthropological
salience), felicité (< Fr., 2nd half 14th c.) (fashion, anthropological salience, social
reasons?), jocundité (< Fr., 15th ¢.) (fashion, anthropological salience), jolines (<
joli, early 15th c.) (fashion, logical-formal reasons?), jolité (< Fr., late 14th c.)
(fashion, anthropological salience, desire for plasticity?), mirines (< merry/mirry,
late 14th c.) (fashion, anthropological salience, desire for plasticity, logical-formal
reasons), plésaunce (< Fr. or ‘satisfaction of a deity,” 2nd half 14th c.) (fashion,
anthropological salience, desire for plasticity?, social reasons?), solas (< Fr., 1st
half 14th c.) (fashion, anthropological salience, social reasons?)

EModE joy, felicity, solace (more and more restricted to ‘help and comfort’), pleasance,
joyance (< joy, late 16th c.) (fashion, anthropological salience), joyfulness (<
joyful, 15th c.) (desire for plasticity, anthropological salience, logical-formal
reasons), (jocundity, joliness, mirth), (jocundness, T17th c.) (gladness no longer as
strong as joy)

ModE  joy, delight, joyfulness, (felicity poetic and formal, pleasance and joyance now
obs.)

Notes Other languages also show great lexical variation for “joy,” e.g. MHG vroude,
wonne, ginde, munst. Cf. also next entry.”

Concept “joyful, glad, merry” (16.23)
OE gleed, feegen, fréo, myrig, blip etc.

ME glad, fayn, merry, blithe, blithful (< blith(e), 12th c.) (desire for plasticity?,
fashion, anthropological salience, logical-formal reasons?), joyful (< joy, 13th c.)
(desire for plasticity, fashion, anthropological salience, logical-formal reasons?),
gay (< Fr., 14th c.) (fashion, anthropological salience, social reasons?), joyous (<
Fr., 14th c.) (fashion, anthropological salience, social reasons?, logical-formal
reasons?), cheerful (< vb., early 14th c.) (desire for plasticity, logical-formal
reasons, anthropological salience, onomasiological fuzziness?), gladful (< glad,
early 13th c.) (desire for plasticity, anthropological salience, logical-formal
reasons?), gladsome (< glad, 1st half 15th c.) (desire for plasticity,
anthropological salience), jocound (< Fr., early 15th c.) (anthropological salience,
fashion), jolif (< Fr., ~1300) (anthropological salience, fashion, social reasons),
Jjoly (<jolif ‘joyful’, early 14th c.) (morphological misinterpretation?)

EMod  glad, joyful, joyous, blithe, blitheful, jolly, gladful, gladsome, jocund, gay, merry,
happy (< ‘lucky,” 16th c. < hap ‘good luck’ < ON) (onomasiological fuzziness?)

3 Cf. also Kurath (1921), Aitchison (1992), Fischer (1992), Noth (1992), Diller (1994), Schneider (1998:
40ss.), Fabiszak (1999) und Gevaert (in press).
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ModE  joyful, joyous, jolly, happy (< ‘lucky,” 16th c. < hap ‘good luck’ < ON)
(onomasiological fuzziness?), (glad now less strong than ‘joyful’), gladsome,
gladful (now arch.), (blithful 119th c.), jocund (arch. in the sense of ‘joyful’, today
stronger ‘cheerful’) (vs. gay ‘[arch.] joyful; [now mostly:] homosexual’ vs. merry
‘[arch.] joyful; [now mostly:] drunken”)

Notes There may have been conceptual, onomasiological fuzziness between “joyful/joy,
happy/happiness” and “lucky/luck.” It is also difficult to distinguish between
shades of “joyful,” since these are rather subjective. It can also be noted that there
are no complete correspondences between the commonest nouns and adjectives;
the factor of logical-formal reasons must therefore be treated with care. A high
amount of synonyms for (the different shades of) “joyful” can also be observed
for other languages, e.g. It. gioioso ~ liedo ~ allegro ~ contento ~ felice, G.
freudig ~ froh ~ frohlich ~ gliicklich. Cf. also the preceding entry. ** On the
alternation joly ~ jolif cf. the entry “guilty.”

Concept “judge [vb.]” (21.16)

OE déman

ME démen, jugen (< Fr., transitive late 13th c., intransitive 2nd half 14th c.) (fashion,
social reasons, change in things)

EModE deme (jearly 17th c.), judge

ModE  judge, (deem only very arch.)

Notes Due to the introduction of French law, many legal have come into ME from
French: just, justice, crime, vice, trespass, felony, fraud, adultery, perjury, court,
bar, jury, evidence, charge, plea, heir, heritage, attorney, and many more. Cf.
also the next two entries.

Concept “judge [sb.]” (21.18)
OE déema, domere, (domes man)

ME déme (115th c.), domere (only once, in 1175, acc. to the MED, otherwise only in
the sense ‘someone who is judging, “judger), démere (< déme, 1225-1580)

(fashion, desire for plasticity, logical-formal reasons), juge (< Fr., 14th c.)
(fashion, social reasons?), (domesman)

EModE judge, deemer (Tlate 16th c.)
ModE  judge (less technical: doomsman)

Notes OE deémere appears only once, around 950, so that the 13th-century formation
demere must be considered a separate innovation. There is also a hapax
legomenon ME juger (1450, cf. MED), but it is doubtful whether it actually refers
to ‘someone who judges as a profession.” Cf. also the entries “judge [vb.]” and
“judgement.”

Concept “judgement” (21.17)
OE dom

2 Cf. also Kurath (1921), Aitchison (1992), Fischer (1992), Noth (1992), Diller (1994), Schneider (1998:
40ss.), Fabiszak (1999), Gevaert (in press) und Schneider (1998).
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dom, jugement (< Fr., late 13th c.) (fashion, social reasons, desire for plasticity?,
logical-formal reasons?, analogy?, change in things?)

doom, judgement

judgement (vs. doom, which is restricted to one of its ME peripheral, metonymic
senses)

Cf. also the entries “judge [vb.]” and “judge [sb.].”

Concept
OE

ME

EModE
ModE
Notes

“jug, pitcher” (5.34)
crog, crocc(a), crice, etc.

crogh (T13th c.), crock (114th c.); pitcher (< Fr., early 13th c.) (change in things,
fashion, social reasons)

pitcher, jug (< ?, 1538) (change in things)
pitcher, jug

The origin of jug is not entirely clear. The OED’s explanation (s.v. jug n.%) is
cautious: “possibly, as suggested by Wedgwood, a transferred use of jug n.', the
feminine name, for which there are analogies. But no actual evidence connecting
the words has yet been found.” And under jug n.l1: “A pet name or familiar
substitute for the feminine name Joan, or Joanna; applied as a common noun to a
homely woman, maid-servant, sweetheart, or mistress; or as a term of
disparagement.” It is not possible to find out whether the OE and ME words are
purely synonyms and refer to various sub-concepts; I have tried to gather the most
general terms. Labov (1973) has shown that speakers find it difficult to draw
delimitating lines between the various types of vessels. However, I refrain from
adding “onomasiological fuzziness” as a force, since none of the two innovations
were inherited names for vessels. The most probable reason for the introduction of
the new words, apart from the reason of fashion, appears to be changes in the
usual form and/or usual material of the “concept,” which can be observed for
several vessels (e.g. “cup” and “mug”)—also in other languages/cultures.

Concept
OE

ME

EModE

ModE
Notes

“jump, leap [vb.]” (16.73)

hléapan, springen, steortan etc.

lépen, springen, sterten, skippen (< ‘run, go, travel, hasten’, < ON?, late 14th c.)
(onomasiological fuzziness?)

start (T16th c., afterwards only in derivable senses), leap, spring, skip, jump (<
expressive, Ist half 16th c.) (desire for plasticity), vault (< Fr. vou(l)ter ‘jump,
leap’ and/or [!] ‘to construct with a vault or arched roof” [< OFr. vou(l)ter ‘dito’],
Ist half 16th c.) (fashion, desire for plasticity?, morphological misinterpretation?)

leap, spring, skip, jump, vault

This i1s a good example for demonstrating that homonymic clash doesn’t
automatically lead to homonymic conflict.

Concept
OE

“just, right [moral sense, of persons]” (10.43)

riht, rehtwis, tréowe, *rihtful
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ME right, true, rightful, righteous, just (< Fr., 14th c.) (change in things?, social
reasons?, fashion), honest (< Fr., early 14th c.) (fashion, social reasons?), virtuous
(< Fr., 14th c.) (fashion, social reasons?)

EModE right, true, righteous

ModE (right), (true [now arch. and restricted to certain collocations only), upright (< OE
ME ‘sincere’) (desire for plasticity, onomasiological fuzziness?), (just [now
arch.]), (righteous now very formal)

Notes Cf. the entry “judge [vb.].”

Concept “keep, retain” (11.17)

OE gehealdan

ME holden, képen (< ‘to lay hold with the hands,” early 13th c. at the latest) (desire for
plasticity), retain (< Fr., early 15th c.) (fashion), reserven (< Fr., 1st half 14th c.)
(fashion, social reasons?), withholden (< with- + holden, ~1200) (desire for
plasticity)

EModE keep, retain, reserve, withhold

ModE  keep, retain, reserve, withhold (now arch., but in the 19th c. still very frequent)

Notes According to the OED, OE cépan has to be labeled vulgar/non-literary. Cf. also
next entry.

Concept “keep safe, save, preserve” (11.24)

OE beorgan, healdan

ME berwen, holden, képen (< ‘to lay hold with the hands,” ~1400) (desire for
plasticity), saven (< ‘to save someone from danger’ / Fr., early 14th c.) (fashion,
social reasons?), preserven (< Lat.-Fr., late 14th c.) (fashion), reserven (< Fr., 1st
half 14th c.) (fashion, social reasons?)

EModE save, preserve, (reserve 117th c., afterwards only in restricted meaning)

ModE  save, preserve

Notes Cf. also preceding entry.

Concept “kid, little goat” (3.38)

OE ticcen, hécen

ME ticche(n) (11400), kid (< ON, ~1200) (social reasons)

EModE kid

ModE kid, goatling (< diminutive form of goat, 1870, on the analogy of older codling,
duckling, gosling and others) (desire for plasticity?, logical-formal reasons)

Notes Cf. also the entry “goat.”

Concept “kindle, light [fire]” (1.86)

OE onclan, (on)tendan
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lighten (< sb., 14th c.) (desire for plasticity, logical-formal reasons), kindlen (<
ON, ~1200) (social reasons)

light, lighten, kindle
light (~ lighten only in a figurative sense), kindle

Concept
OE

ME

EModE
ModE

Notes

“ugly [in appearance]” (16.82)
unwlitig, unfeeger, fiil

unfair, foul, ugly (< ug ‘fear’ < ON, ~1250) (social reasons, anthropological
salience, desire for plasticity, insult), hideous (< Fr., early 14th c.)
(anthropological salience, taboo, fashion, social reasons?), unlovely (< opposite,
late 14th c.) (anthropological salience, desire for plasticity, insult), unsightly
(< opposite, 1st half 15th c.) (anthropological salience, desire for plasticity,
insult), grim (< ‘cruel,” 13th c.) (desire for plasticity, anthropological salience,
insult), uncomely (< opposite, ~1400) (anthropological salience, desire for
plasticity, insult), unbeautiful (<opposite, late 15th c.) (anthropological salience,
desire for plasticity, insult)

unfair (tmid-17th c.), ugly, foul, uncomely, unlovely, unsightly

ugly, unsightly, hideous, unlovely, uncomely, grim, plain (< ‘simple,” 18th c.)
(taboo, anthropological salience, disguising language?, taboo?), homely (<
‘simple’) (anthropological salience, disguising language?, taboo?), unattractive (<
opposite) (anthropological salience, desire for plasticity, insult), unhandsome (<
opposite) (anthropological salience, desire for plasticity, insult), unpretty (<
opposite) (anthropological salience, desire for plasticity, insult)

The concept “ugly” is a classical example of a center of attraction in Sperber’s
(1923) sense. Some innovations include a blatant motivation between form and
may thus spring from a desire for ridiculizing and insulting, whereas other
innovations tend to conceal the negative aspect (here it is difficult to decide
whether this is because of social etiquette [taboo] or for personal ends [disguising
language]).

Concept
OE

ME
EModE
ModE
Notes

“uncle, maternal” (2.51)

eam

eme, uncle (< Fr., late 13th c.) (fashion, social reasons, flattery)
uncle

uncle

Cf. the entry “uncle, paternal.” As in Romance and in other Germanic languages,
the distinction between maternal and paternal is (subconsciously) given up.
Already in OE the distinction between modri(g)e ‘mother’s sister’ and fadu
‘father’s sister’ is rare (cf. OEC). The “uncle” distinction is given up toward the
ME period. The type eme is still present in dialects (‘uncle [paternal and
maternal]’). Cf. also the entry “granddaughter.”

Concept
OE

“uncle, paternal” (2.51)
feedera
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éme (< ‘maternal uncle’) (communicative-formal reasons, logical-formal

reasons?, onomasiological fuzziness?), uncle (< Fr., late 13th c.) (fashion, social
reasons, flattery)

uncle
uncle

Cf. the entry “uncle, maternal.” The distinction between maternal relatives and
paternal relatives is given up toward the ME period; additionally, the incipient
homonymy of feeder and feedera will have played a role (both would have become
ME fader). The type eme is still present in dialects (‘uncle [paternal and
maternal]’). Cf. also the entry “granddaughter.”

Concept
OE
ME

EModE

ModE

Notes

“understand” (17.16)
understandan, ongietan, (cnawan)

understanden, ongeten, knowen, comprehenden (< ‘to contain’ or directly Fr.-Lat.,
late 14th c.) (fashion, anthropological salience, desire for plasticity?), conceiven
(< ‘to experience, to feel’ or directly Fr.-Lat, late 14th c.) (fashion,
anthropological salience, desire for plasticity?), apprehenden (< ‘grasp’ or
directly Fr.-Lat., 15th c.) (fashion, anthropological salience, desire for plasticity?),
seen (< metaphor/metonymy, 14th c.) (anthropological salience, desire for
plasticity), undertaken (< ‘to take note of,” 1st half 15th c.) (anthropological
salience, desire for plasticity), entenden (< Lat.-Fr., ~1300) (fashion,
anthropological salience, social reasons?)

understand, comprehend, conceive, apprehend, see, fathom (< Lat.-Gk., 17th c.)
(anthropological salience), grasp (< metaphor/metonymy) (anthropological
salience, desire for plasticity), seize (< ‘grasp’ [metaphor/metonymy])
(anthropological salience, desire for plasticity), take (in) (< [metaphor])
(anthropological salience, desire for plasticity), (know), (undertake f16th c.,
intend 118th c.)

understand, comprehend, conceive, apprehend, see, take (in), get (< ‘receive,” 2nd
half 19th c.) (anthropological salience, desire for plasticity), fathom, sense, grasp,
seize

The motivations of ‘grasp,” ‘hold,” ‘see’ for “understand” are recurrent (also in
other languages). Some cases of innovation are hard to classify as clear metaphors
or as clear metonymies; both cognitive processes seem to blend in cases like ‘see’
> ‘understand’ (cf. also Grzega 2000: 241, Koch 1997: 232ff., Warren 1992);
Goossens (1990) calls such cognitive blends metaphthonymies.

Concept
OE

ME

EModE

“urinate” (4.65)
migan

migen (Tlate 13th c.), pissen (< Fr. or autochtonous onomatopoetic formation?,
1290) (social reasons?, fashion?, desire for plasticity, anthropological salience),
wateren (< sb., 14th c.) (anthropological salience, taboo, disguising language),
stalen (< Fr., 1st half 15th c.) (anthropological salience, taboo, disguising
language?, fashion)

piss, water, stale, urinate (< Lat., 1599) (taboo, anthropological salience, fashion),
urine (< sb., 1605)
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ModE  piss, water, wurinate, urine, micturate (< Lat., 1842) (taboo, fashion,
anthropological salience), pee (< onomatopoetic, 1879) (taboo, anthropological
salience, disguising language?), (stale now very rare)

Notes Whereas piss(en) is clearly connected with the desire for plasticity due to its
expressivity, the much weaker pee can be connected with disguising language. Cf.
also next entry. There are naturally many more expressions in informal and slang
speech.

Concept “urine” (4.65)

OE migopa, migha

ME migge, migethe (Tmid-12th c.), pisse (< vb., 1386) (anthropological salience,
desire for plasticity, logical-formal reasons), urine (< Lat., ~1325) (taboo, fashion,
anthropological salience), water (< metaphor, 1375) (disguising language?,
anthropological salience, taboo)

EModE urine, water, piss, stale

ModE  wrine, water, pee (< vb., 1961) (taboo, anthropological salience, disguising
language?, logical-formal reasons), (mig now mostly applied to animals, piss now
slang)

Notes Cf. also previous entry. There are naturally many more expressions in informal
and slang speech.

Concept “use, make use of” (9.423)

OE briican, nyttian

ME brouken, nutten (113th c.), usen (< Fr., early 14th c.) (social reasons?, fashion)

EModE use, employ (< Fr., late 15th c.) (fashion) (vs. browk now dialectal in Scotland and
archaic in literature)

ModE use, employ

4. A Ranking of Forces for Lexemic Change

The effectivity of the various motives, reasons, causes on the 76 concepts and their roles in
the 281 lexical innovations is illustrated in the following tables. The tables will be
supplemented by a few general remarks and a few statistical comments on the significance of
the numeric intervals between the entries®.

4.1. Occurrence of Forces with All Instances of Innovations

(N.B.: Entries appear in numerical order. Percentages have been rounded.)

2 For this purpose I have compared each pair of intervals between numerically neighboring factors (motives,
reasons, causes) in a Chi Square test (respecting Yates correction, i.e. continuity correction) (cf. the
calculator under http://www.unc.edu/~preacher/chisq/chisq.htm, March 2004). (On the statistical methods cf.,
e.g., Albert/Koster [2002: 118ff. & 139f.]).
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fashion 152-169% (8 160.5) | ergo 54-60%
anthropological salience 102-117 (9 119.5) ergo 36-42%
desire for plasticity 77-98 (0 87.5) ergo 27-35%
social reasons 48-108 (o 78) ergo 17-38%
logical-formal reasons 16-31 (@ 23.5) ergo 6-11%
taboo 19-22 (9 20.5) ergo 7-8%
onomasiological fuzziness 11-28 (2 19.5) ergo 4-10%
flattery 12-17 (o 14.5) ergo 4-6%
analogy 9-11 (o 10) ergo 3-4%
insult 9 ergo 3%
disguising language 0-10 (9 5) ergo 0-4%
world view change 4-5(04.5) ergo 1-2%
change in things 3-6 (04.5) ergo 1-2%
morphological misinterpretation 1-5 (e 3) ergo 0-2%
culture-induced salience 0-5 (0 2.5) ergo 0-2%
new concept 0-3 (e 1.5) ergo 0-1%
aesthetic-formal reasons 1-3 (9 2) ergo 0-1%
communicative-formal reasons 1 ergo 0%

“Fashion” is relevant in more than half of the innovations. “Anthropological salience” and the
“desire for plasticity” are relevant in less than half of the innovations, but still more than a
quarter of the innovations. The high frequency range with “social reasons” is due to the
already mentioned English-French bilingualism in England from the 12th to the 14th
centuries. But it is certainly not amiss to say that “social reasons” played a role in at least a
fifth of the innovations. The remaining explanatory forces in the table play a role in not more
than 10 percent of the innovations, about half a dozen is very close to zero. The rest of the
explanatory factors mentioned in section 2 do not even occur in the JGKUE Corpus. A Chi
Square test yields the following important significances (i.e. probabilities that the differences
do not go back to pure chance). The interval between “fashion” (lower fig.) and
“anthropological salience” (higher fig.) is very significant (y>=8.24, df=1, p<0,004). The
interval between “desire for plasticity” (lower fig.) and “logical-formal reasons” is highly
significant (y>=23.21, df=1, p<0,001). The interval between “social reasons” and “logical-

formal reasons” is close to being statistically significant (y*=3.77, df=1, p<0,053).

4.2. Occurrences of Forces with Concepts

(N.B.: Entries appear in numerical order. Percentageses are rounded.)

% The lower figures give the number of probable instances; the higher figures give the number of probable plus
possible instances.
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fashion 58-64 (o 61) ergo 76-84%
social reasons 36-62 (0 49) ergo 47-82%
desire for plasticity 36-41 (0 38.5) ergo 47-54%
anthropological salience 17-20 (o 18.5) ergo 22-26%
logical-formal reasons 13-19 (o 16) ergo 17-25%
onomasiological fuzziness 7-16 (0 12) ergo 9-21%
taboo 6-7 (9 6.5) ergo 8-9%
analogy 5-7 (9 6) ergo 7-9%
flattery 5 ergo 7%
change in things 2-5(93.5) ergo 3-7%
morphological misinterpretation 1-5 (9 3) ergo 1-7%
disguising language 0-5 (0 2.5) ergo 0-7%
world view change 2-3(92.5) ergo 3-4%
culture-induced salience 0-2(e1) ergo 0-3%
insult 1 ergo 1%
aesthetic-formal reasons 1 ergo 1%
communicative-formal reasons 1 ergo 1%
new concept 0-1 (0 0.5) ergo 0-1%

“Fashion” gives rise to innovations with more than three quarters of the concepts. The “desire
for plasticity” is relevant with half of the concepts. Again, the high frequency range with
“social reasons” is due to the English-French bilingualism, but it can be said that “social
reasons” affect at least half of the concepts, possibly three quarters. “Anthropological
salience” and “logical-formal reasons” play a role in the history of about a fifth to a fourth of
the concepts. “Onomasiological fuzziness” has also proven to be sometimes hard to
determine, as is shown by the relatively high frequency range, but it appears that it
(co-)triggers off innovations in the history of 10 to 20 percent of the concepts. The other
forces listed occur with less than 10 percent of the concepts. The rest of the potential forces
mentioned in section 2 do not occur in the JGKUE Corpus. Again, a Chi Square test has been
carried out to determine statistically relevant significances: The interval between “fashion”
(lower fig.) and the “desire of plasticity” (higher fig.) is very significant (y*=7.42, df=1,
p<0,007). The interval between “social reasons”/“desire for plasticity” (lower fig.) and
“anthropological salience” (higher fig.) is significant (y>=6.36, df=1, p<0,012).

5. Final Remarks

The rankings have shown that the most driving forces for lexemic innovations in the history
of formal English are fashion, anthropological salience of a concept, the desire for plasticity,
and social reasons (and to a lesser degree logical-formal reasons). Some explanatory forces,
which are rather prominent in traditional works, such as homonymic conflict (i.e.
communicative-formal reasons) or taboo, are comparatively rare.

Further studies may want to seek answers to the following questions:
—  Why have other concepts from the corpus remained lexically constant?
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—  While the saliences of linguistic/language-internal forces can be expected to be similar
in all languages, extra-linguistic/language-external/cultural forces will vary from culture
to culture, from language to language, from variety to variety; therefore the following
question should asked: do the saliences of extra-linguistic forces like fashion or social
reasons also hold true for other languages or is this specific to English with its large
amount of French and Latin loans?

— What do the rankings look like for non-neutral, non-formal varieties of English
(especially such forces as fashion and emotionality)?

—  Are these rankings conducive to elucidating lexical innovations of unknown history and

cause?
Joachim Grzega
Sprach- und Literaturwissenschaftliche Fakultdt
D-85071 Eichstdtt, Germany
Jjoachim.grzega@ku-eichstaett.de
www.grzega.de
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Joacumm GRZEGA

ON THE NAMES FOR WEDNESDAY IN GERMANIC DIALECTS
WITH SPECIAL REFERENCE TO WEST GERMANIC

Abstract

The article first groups the clearly etymologized Germanic names for Wednesday according to their motive (their
iconym) and tries to describe the origin, or motivation, of the names’ motive. The motives are “Woden’s day” (a
calque from Mercurii dies), “mid-week (day)” (from Ecclesiastical Latin and/or Ecclesiastical Greek—with a
polycausal explanation concerning its origin), “[day] after Tuesday” (which reflects the attempt to avoid the
name of the heathen God Woden). In addition, light is shed on a few unclear cases as well: (1) Old Frisian
Werendei seems to include the tribal name Wernas; (2) dialectal Dutch wonseldach may have been influenced by

other day-names including the morph -el-; (3) Modern Low German dialectal and Dutch dialectal forms with
initial g- may be founded on a Latinized scribal habit; (4) the interpretation of Southern German guotentag as
“good Wednesday” is rejected on phonetic and prosodic grounds; (5) the Modern English forms, all of which
show -e-, and dialectal Dutch waansdei seem to encompass the verbal stem wéd- ‘to be mad, to rage’ (some

English forms may also have been influenced by the verb wendan ‘to turn’), and the same seems true for Du.dial.
weunsdag. From a theoretical viewpoint, the article underlines the importance of regarding secondary, which are
the product of a new iconym, as a true type of onomasiological change, as these may reflect human thinking and
cultural conditions and are not only the result of phonetic aberrations. On the other hand, it also shows that a
number of etymological problems still remains to be unsolved.

1. Introduction

Whereas the year, the month and the day are objective measurements based on astronomic
phenomena, the week is an arbitrary unit. It is therefore possible to carry out cross-linguistic
studies only to a limited extent—especially if we investigate more ancient times. The Romans
knew a nine-day week before they adopted the seven-day system from Jewish culture (the
ecclesiastical system), which was combined with a planetary system. The precise origin of the
seven-day week is still not entirely clear; a recent discussion is offered by Zerubavel (1985).

The weekday system and its Latin-Greek names were adopted by the Germanic tribes in the
third to fifth centuries, at the southern border of the /imes (by Alemannic tribes) and at the
lower Rhine regions and were later brought further to the north up to the Scandinavian areas,
too (Moser 1957: 678; Hermodsson 1969/1970: 184f.)." The two paths of borrowing are
reflected particularly in two names: Saturday, with northern forms going back to Latin
Saturni dies and southern forms going back to Greek, and Wednesday with northern forms

originating in the Germanic Wodanes-dag and southern forms originating in the Ecclesiastical
Latin media hebdomas or the respective Greek equivalent.

A series of articles has discussed the names for the different days in the Indo-European and
neighboring cultures, e.g. Greek (Thumb 1901), Roman (Gundermann 1901), Romance
(Meyer-Liibke 1901, Bruppacher 1948), German (Kluge 1895, Gundel 1938), Bavarian
(Kranzmayer 1929, Wiesinger 1999), Celtic (Thurneysen 1901, O Créinin 1981), Babylonic
(Jensen 1901), Semitic (Noldeke 1901), and other languages around the world, which adopted
the seven-day system from the European culture (Brown 1989). Normally the weekdays are

1

Kranzmayer (1929: 85) even thinks that it is possible that the first borrowings could already have happened
on the Rhine in the second century.
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all treated together. This article, however, will exclusively be dedicated to Wednesday and its
names in the Germanic language group. The reason for this is that some of its names, as was
already shown in the preceding paragraph, show some interesting problems—Iinguistic-wise
and extralinguistic-wise.

2. The various expressions for “Wednesday”

The standard expressions for Wednesday and the other week-day names in Germanic and
other Indo-European languages are listed and commented on in Buck (1949: 1006ff.). The
following sections will deal in more detail with both the standard and some dialect terms and
the underlying motives of their formation. The Germanic forms will be grouped according to
their iconym, as Alinei (e.g. 1997) calls it, i.e. their motive or their original semantic
components. The notion of iconym must not be mixed up with the notion of etymon. The
former groups OE Wod(e)nesdeeg and ON Odinsdagr together, whereas the latter would not,

since Wodan and Odin are different etymons. This does not mean, though, that the phonetic

history will be neglected here. Just the contrary: the study of the phonetic developments will
give a more profound insight in iconymic changes. In a second step, it will be asked what the
cognitive basis for the selection of certain iconyms is, in other words: what the motivation for
these motives is. This method does not only content itself to explaining the phonetic
affiliation, but pays respect, more or less, to what the Austrian linguist Hugo Schuchardt
called “la dame sémantique” at the beginning of the twentieth century. This will especially be
crucial when the name of the new cultural gain (here: the seven days) is not simply adopted
from the cultural community that serves as a model. The first four sections of this second
chapter will deal with such questions. The last chapter will then go beyond the usual
etymological and iconomastic studies. It concerns concrete forms that can be traced back to a
certain etymon, but have not undergone the usual phonetic changes. As will be shown, some
of these cannot be regarded simply as the result of mere irregular, deviant phonetic changes,
but which reveal another, secondary iconym. In other words: they will have to be placed into
the realm of what linguists call folk-etymology and (secondary) blends. Folk-etymological
changes are normally not considered as onomasiological changes, since the etymon is said to
stay the same. In my view, however, it is important to note that folk-etymology or the
(secondary) crossing/blending of words shows that the iconym, which is essential in cross-
linguistic onomasiological studies, changes. And these are processes which also need
explanation.

2.1. Iconym: “Woden, name of the highest God” + “day”

MLG Waodensdach?

Du. Woensdag®
OFris. wonsdei*

OE Wod(e)nesdeweg’
Icel. ddinsdagur®
ON Oodinsdagr’

OSwed. odensdag®, opinsdagher, onsdagh’

De Vries 1971: 844; Falk/Torp 1960: 793.

De Vries 1962: 416; De Vries 1971: 844; Falk/Torp 1960: 793.

De Vries 1971: 844; Holthausen 1934: 403.

Holthausen 1934: 403

De Vries 1962: 416.

De Vries 1962: 416; Falk/Torp 1960: 793; J6hannesson 1956: 1101.
Hellquist 1980: 548f.

J6hannesson 1956: 1101.
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Norw. Dan. Swed. onsdag"
OFris. Wornisdei"

Du.dial. Woenserdag'*; Moensdag"; Wongsdag"

Motivation: Mercury was interpreted as Woden because they both share the feature of flying
through the air and certain functions like the patronage for merchants and voyagers in the
respective pantheons (cf. Betz 1962: 1568ff., particularly 1572f.; Hermodsson 1969/1970:
181f.; Strutynski 1975: 372 & 374f.; Eggers 1976: 137). The equation of the two gods already
occurs in Tacitus’ Germania (cf. Betz 1962: 1568ff.; Strutynski 1975: 364). The veneration of
Woden is first attested in the seventh century in Southern Germany, but the god was
obviously more venerated by the North Germanic tribes (cf. Betz 1962: 1568 & 1573ff.).

A number of forms cannot be the results of the regular sound processes. Nevertheless, they
cannot be said to include other, new iconyms, but must be traced back to merely occasional
sound changes or assimilation processes. The Old Frisian form Wornisdei, for instance, is the
result of a frequently observed irregular change of d > r in intervocalic position (cf.
Hermodsson 1969/1970: 181, Miedema 1971: 43). The Dutch dialect form Moensdag (in the
regions of Alphen, Dreumel, and Hedel) is special because of its initial. Kloeke (1936: 150)
only gives the description “overgang van w > m,” but no explanation. It may be possible that
the nasal character of the /n/ was transferred to the initial, which however kept the place of
articulation. Or is it due to a paradigmatic assimilation process of the initials: M - D - W - D >
M - D - M - D (maandag - dinsdag - moensdag - dondersdag)? Another case of assimilation
(triggered off by the term for Monday, again) can be suspected behind Fris.dial. woansdei,
where the vocalism reminds one of moandei (cf. Miedema 1971: 44, 47f.).

As to Woenserdag and Wongsdag Kloeke’s interpretations can be shared. The first, attested in
Kuinre, seems to be a hypercorrect spelling, since postvocal 7 is dropped in this dialect, as it
is, for instance in Zaterdag (a good parallel!): “de r lijkt niet onverklaarbaar voor hen, die
weten, hoe de r van Zaterdag in de mond der bewoners klinkt, of liever: niet klinkt” (Kloeke
1936: 150). For the latter Kloeke (1936: 151) asks, “analogie naar Dingesdag?” 1f we think of
daynames being said in a row then assimilation processes like the one suggested occur in
many languages, for instance in numerals: whilst for Indo-European we can postulate
*ketores ‘four’ and *penk”e ‘five,” the Germanic languages show retrogressive assimilation
(E. four - five, MHG vier - viinv), Latin progressive assimilation (quattuor - guinque); for IE
*néwn and *dekm we have Russ. jesAry and aecars, both with /d-/.

2.2. Iconym: “mid-week”

(a) primary formations

ModHG Mittwoch, (Late)OHG mittawehha, MHG mittewoche'
MLG middeweke'

Du.dial. Midswiek, Mitswik (only Schiermonnikoog)"’

Fris. [metsvik], [mozvik]"®

0 De Vries 1962: 416; Falk/Torp 1960: 793.

""" Holthausen 1934: 403.

12 Kloeke 1936: 150.

13 Kloeke 1936: 150.

4 Kloeke 1936: 151.

15 Kluge/Seebold 1995: 563; Pfeiffer 1993: I1,880; Ott 1994:: 4041f.
16" Kluge/Seebold 1995: 563.

7" Kloeke 1936: 150.

8 Miedema 1971: 40.
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Engl.dial. (Quaker English) Mid-week"

(b) secondary formations
MHG miteche, ModHG dial. Mittag, Micktag, Mirichen®
Norw.dial. mekedag®

Before talking about the motivation of the coinage, I would briefly like to shed light on the
items under (b). The form MHG miteche is the result of a slurred/weakened pronunciation of
the original -wehha that is likely to have happened in other Germanic varieties as well.
ModHG dial. Mittag, Micktag, Norw.dial. mekedag are thus only folk-etymological
remotivations with a secondary attachment of the respective word for ‘day’ to the first
syllable. The compound was originally a feminine noun, but in standard German as well as in
most dialects the word has turned into a masculine in analogy to the other days of the week—
except for a few dialects particularly in Switzerland (cf. Ott 1994: 404ff.). The development
of -ty- (in mitche(n)) > -kt- (Micken, Micktag) is not regular, but paralleled by other High

German instances (e.g. MHG dehein < ModHG kein ‘not one’, cf. Kranzmayer 1929: 42, 48).
Mirichen shows the frequent change of -d- > -r- in Bavarian dialects (cf. Kranzmayer 1929:
211, 42).

Motivation of formation: Kluge/Seebold lacks an explanation in the case of the ModHG form
and its cognates and merely describes that the expression “Woden’s day” was not borrowed
the same way that most other names for the days were; the originally Jewish-Christian
expression “middle of the week,” first attested as mittewehha in Notker (1022), was favored
instead—according to Kluge/Seebold a loan translation from Greek to Mediaeval Latin to
German:

“Bei der Ubernahme der antiken Wochentagsnamen wurde der Tag des Jupiter oder in der germanischen
Ubertragung der Tag des Wotan [...] weithin vermieden zugunsten der urspriinglich jiidisch-christlichen
Bezeichnung ‘Mitte der Woche’. So ml. media hebdomas nach griechischem Vorbild, und danach die
deutschen Formen” (Kluge/Seebold 1995: 563).

What might be the explanation for this state, why does the name for Wednesday show a name
that obviously belongs to a numeral naming system, but not the other day-names? And why
should we depart from a mediaeval Latin or Greek form although such forms are not recorded
in Latin nor Greek texts (cf. Bruppacher 1948: 131f.)? But some corrections and
specifications are to be inserted here. First of all, other signs of a numeral system can be
found in Germanic dialects too, though sometimes only rudimentary. In Modern Icelandic
Tuesday and Thursday are pridjudagur, the “third day,” and fimtudagur, the “fifth day,”
respectively. (The names for Sunday and Monday clearly go back to the planetary system.
Friday is fostudagur, the “fastday,” and Saturday is laugardagur, “washday,” and the same
iconym is born in the Old Icelandic synonym pvattdagur). As to German, the vast spread of a

numeral term—Mittwoch—is unique; yet it should be underlined that some Bavarian dialects
widely use the lexical type Pfinztag for ‘Thursday,” surely a calque from Mediaeval Greek
meaning ‘fifth day.” A look across the borders of the Germanic dialects shows us that, albeit
not recorded in Latin, a compound media hebdomas has to be reconstructed for some Rhaeto-
Romance, Central Ladin, Corsican, Tuscan, Vegliotic, and Sardic dialects (cf. Bruppacher
1948: 128, 133f.). For Greek, too, a name encompassing the morpheme for ‘mid, middle’ can
be assumed from the fact that the Slavic languages as well as Hungarian have the lexical type
sréda (originally ‘middle’), OCSI sréda. That this is a calque, and not an original formation,

19 Schropfer 1979ff.: 470, 478.

2 Kranzmayer 1929: 41ff., 46; Ott 1994: 404ff.

2l Hellquist 1980: 548f; cf. a. Seip 1957: 614. The form is a borrowing from German missionaries (cf.
Frings/NieBen 1927: 302).
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can be seen from the fact that the Slavic week starts on Monday, not on Sunday (cf. OCSI vii
toriniku ‘the second = Tuesday [!],” Cetvriitiiku ‘the fourth = Thursday [!]’, pentiikii ‘the fifth

= Friday [!]’). In such a 7-day-system not Wednesday, but only Thursday can be imagined as
the middle day of a week (cf. Kranzmayer 1929: 76ff., Bruppacher 1948: 131).

As the existence of a coinage “mid-week” can thus be postulated in Cisalpine and Appeninic
Romance dialects as well as in Ecclesiastical Greek, Bruppacher (1948: 132f.) rightly asks
why such a compound was coined at all, since the common folk had Mercurii dies and the
church feria quarta. Bruppacher proposes the hypothesis that a strong ecclesiastical
personality feeling the unpopularity of feria quarta might have sought an alternative anti-
heathen lexeme for the day of the capture of Christ; since the folk fancied the word hebdomas
(which once had a much larger distribution, cf. Old Portuguese doma ‘week,” Old Catalan
domeser ‘weekly,” Old French domas ‘weekly’), the construction media hebdomas seemed a
good choice. Moreover, the reader shall be reminded again that the term might also have been
incited by a Greek term. The problem of Bruppacher’s hypothesis, however, is that it lacks
historical evidence. The peculiar distribution of media hebdomas may also suggest that media
hebdomas even belongs to a very old layer.

Although the initial motivation for a coinage of the type “mid-week” remains beyond our
knowledge, we now have to deal with the question why and how this formation was adopted
in the neighboring Germanic dialects. Several hypotheses have been published on this matter:

1. Frings/Nieflen (1927: 302) view the upcoming of Mittwoch together with the formation of
Samstag ‘Saturday:’ according to them the areas of conquest and colonization at the Upper
Rhine and south of the Danube altered the names of the days at the turning points of the week,
viz. at the middle and at the end, adopting some form of Ecclesiastical Latin media hebdomas
‘mid-week’ and Ecclesiastical Greek sdmbaton (odufatov). But why this should be he does
not explain. Nor does he prove that there really ever was an alteration. Even today there has
been brought no evidence that the southern regions ever knew a type Wodenstag (or Satertag).

2. Of course, it can easily be guessed that the name of the Germanic supreme god was avoided
in the course of Christianization (e.g. Hermodsson 1969/1970: 185f.). This hypothesis is
maybe the oldest explanation and has lately also been promoted by Bammesberger (1999: 5),
who briefly comments that the Christian missionaries “took every means to push back the
main god of the heathen pantheon.”

3. This view is not shared by Kluge though. Kluge (1895: 94) does not believe in the
substitution of Woden because of its position in the Germanic pantheon, since in the Old High
German baptismal pledge people had to renounce Woden, Tyr and Donar, and nevertheless
Tuesday and Thursday have kept their heathen names, the Saxons have even kept the heathen
name for Wednesday:

“Kaum diirfen wir glauben, da3 die Missionare unsern alten Hauptgott Wodan beseitigen wollten [....] Im
altsdchs. Taufgelobnis mufiten unsere Altvordern dem Thuner endi Woden endi Saxnot abschworen, aber
trotzdem hat der Donnerstag seinen heidnischen Namen bewahrt, und so wird die Vermutung wohl nicht
statthaft sein, daB man mit der Benennung mittwoch der Erinnerung an Wédan hat vorbeugen wollen [....]
das Christentum hat an dem Namen auf groBen Gebiet keinen Ansto8 genommen: obwohl der alte Sachse
mit und in der Taufe dem Wodan abschworen mufte, hielt sich der Name Wodanstag.”

Bammesberger does not really delve into a discussion on the motivation for Mittwoch, but
Kluge’s thoughts do not seem to be a good counter-argument to me. The Saxon situation only
shows that the “replacement” was not necessary, the Southern situation rather confirms
Bammesberger’s view: only Woden could not be dedicated a day because he was the highest
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Germanic god.

4. Another hypothesis was established by Betz (1962: 1571f.). He cites an extract by Tacitus
in which he describes a struggle between devotees of Woden and devotees of Tyr, who agreed
on making sacrifices for the respective god of the counterparty. The latter, the Hermundurs,
won. This seems a quite plausible explanation.

5. Strutynski (1975: 379f.) suggests some sort of polycausal development:

“First, an attested ‘mid-week day’ in Greek and Roman tradition could have been part of the
hebdomadary transmission to Central and Northern Europe. Second, evidence suggests that in these areas
Tyr and Wodan were, as far as their followers were concerned, rivals for supreme power rather than just
sovereigns. [....] Finally, there is again the possibility of Catholic influence effecting the change from a
hypothetical *Wodanesday to ‘Mittwoch’, for the new religion could tolerate no competition from another
sovereign god who had also survived, in a manner of speaking, the oldest of sacrifice off, and to, himself
by hanging from a tree!”

6. To Strutynski’s points I would like to add that the “mid-week” formation was approaching
the High German tribes from two sides: (1) from the Alps and (2) from the Gothic-Greek east.
Actually, Kranzmayer (1929: 79f.) thinks that Mittwoch must be due to Greek rather than
Romance influence, since all the other prototypical Bavarian names are also of Gothic-Greek
origin: Ergetag ‘Tuesday’ < Go.-Gk. *arjo- ‘[day of] the Greek god Ares;” Pfinztag
‘Thursday’ < Go. *pinta- < Gk. mepmn ‘five;’ pheri(n)tag < Go. *pareinsdags/paraskaiweé <
Gk. mapaokevy ‘day of preparation.” Two objections may be raised against Kranzmayer’s
argumentation though: (1) Ergetag, Pfinztag and Pherintag differ from Mittwoch in so far as
the former are loan-words, whereas the latter is only calqued; (2) the vast supraregional
victory of Mittwoch can only have been possible due to the influx of the construction from
two sides.

7. Last but not least, I would like to point an interesting observation that Brown made in his
study of day-names in 148 languages around the world. Based on an argumentation of more
salient and less salient days, Brown (1989: 542) has found out that “[m]oving through the
week from Sunday to Saturday the number of loanwords steadily drops until Wednesday,
following which it steadily increases again. [...] Wednesday shows the most innovated terms,
Saturday the fewest.” Brown (1989: 543) further comments on the five weekdays:
“terms innovated during an initial phase of contact are subsequently replaced by lonwords in an order
whereby a native term for Monday will be the first innovated weekday label to be replaced by a loan, a
native term for Friday will be the second, and so on, with a native term for Wednesday being last to be
replaced by a loan. This interpretation accords with evidence discussed above suggesting that in early
contact situations languages typically innovate terms for introduced items and only later, when
bilingualism develops, replace such labels with loanwords.”

In sum: since not one prominent cause for the formation seems to suggest itself, a polycausal
hypothesis of the aforementioned aspects is most likely to be favored.

2.3. Iconym: “mid-week day”
ModlIcel. miovigudagur®
Motivation: cf. 2.2.

2.4. Iconym: “[day] after Tuesday”

22 Hellquist 1980: 548f.
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(a) ModHG dial. Afterdienstag™ (after + Dienstag, which shows the god-name Thingsus,*)
(b) ModHG dial. (Bavaria) Afterertag” (after + Ertag, a Bavarian synonym for ‘Tuesday’*°)

Motivation: The formation is paralleled by the German dialectal word-types Aftermontag for
‘Tuesday’ and Aftermittwoch for ‘Thursday’ (Kranzmayer 1929: 40). A reason why exactly
these week-day names show these “evasive forms” is not offered by Kranzmayer, but I would
like to suggest the following. Whilst Sonntag “sun-day” and Montag “moon-day” were not
really associated with gods, but rather with planets, this does not hold true for the three days
following them. Therefore, the need to find non-heathen terms was only given in these. As to
Freitag (OHG friatag, MHG vritac) the need was not as great either, since we may imagine
an early folk-etymological association with the adjective frei ‘free’ (OHG f7, weak feminine

form fria, MHG vr7)
2.5. Unclear cases and cases worth discussing

2.5.1. OFris. Wernisdei*’, Werendei™

Werendei seems to comprehend the tribal morpheme Weéren- which also occurs in Germanic

proper names (cf. G. Wern(h)er”) and is, according to Holthausen (1934: 389, 381), related to
the Germanic tribal name of the Wernas or Wernas. In addition, this type may have been
promoted by the Old Frisian verb wera ‘to defend, to fight against.” Wernas could then also
be the cause for Wernisdei, if this form is not just due to an umlaut (cf. 2.1.).

2.5.2. Du.dial. wonseldach®

The insertion of -el- is not purely phonetic either, but what could have triggered off this form?
I will attempt to establish one hypothesis. If we ask ourselves which Wednesday is the most
salient one in the annual circle, a good candidate will be Ash Wednesday. In Modern Dutch
this day is called aschwoensdach. Interestingly, the Middelnederlandsch Woordenboek also
lists the variant aschelwoensdach (MNW IX: 2745). In addition, the MNW (IX: 2735) also
lists the items Woedelmaendach ‘Monday after Epiphany’ and werkelday ‘workday’. These
forms may have motivated a morphonetic variant woenseldach.

2.5.3. ModLG dial. Gudensdag, Du.dial. goensdag™

The type gudensdag is worth discussing because of its initial. The eastern and southern
borderline of LowG.dial. Gudensdag is constituted by a line running from the southern rim of
the Rothaar mountains against the southern rim of the Teutoburg Forest and then down the
River Weser, i.e. the old ecclesiastical province of Cologne, with a few records outside this

2 Kranzmayer 1929: 40; Kluge 1895: 94f.

2% This is a co-name of the god Mercury, instead of Tiw, which forms the first part in Tuesday.

» Kranzmayer 1929: 40.

% Instead of Dienstag some Bavarian dialects have Erfag, which is most probably a borrowing from Gothic
which includes the Greek godname Ares (and at the same time the name of the most important Bavarian
missionary, Arius).

27 Holthausen 1934: 403; De Vries 1962: 416.

28 Holthausen 1934: 403; De Vries 1962: 416.

¥ For the explanation of the name Werner, cf., e.g., Seibicke (1977: 328).

30 Kloeke 1936: 150.

' Kloeke 1936: 150ff.
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area, which can be interpreted as borrowings®™. There are also variants with <J->%.
Furthermore, two other forms can be detected: chonsdach (rarely)®, husdach (rarely)*, which
may considered folk-etymological remotivations. Du.dial. goensdag is found in East Flemish,
Limburgish, Gelderlandish®. Frings/NieBen (1927: 304) regard the initial g- as
learned/Romanized, which shall later become the popular variant. This view is adopted by De
Vries (1962: 416). Frings/NieBen point at the attested forms gvalterus (Trier 1172) and
galterus (Mosel 1183) for the name Walter, the Langobard form gwodan and allude to the
transmission of Paulus Diaconus, where g-, gw- and w- exist side by side. The center of
expansion, according to them, was Cologne. The w/g-isogloss runs from the southwest to the
northeast, parallel to the coast, crossover the Netherlands (cf. Frings/Nieen 1927: 304 for a
detailled description). Sturmfels/Bischof (1961: 93) illustrate the historical alternation
between <G> and <W> or <V> in three Middle and Low German toponyms: Godesberg,
Guthmannshausen, and Gutenswegen. To my knowledge, no better explanation has been
found so far. Frings/Nieflen (1927: 304 ann. 1) also state that an influence from the respective
words for “good” is possible. This seems less convincing. The Dutch form goensdag also
reminds one of the Dutch family-name van Goens, which seems to go back to a toponym as
well (cf. Ebeling 1993: 115). But the further connection is obscure.

2.5.4. ModHG dial. (Switzerland, Swabia) guotentag, giitemtag

Hermodsson (1969/1970: 183) claims that this form does not exist as a referent for
Wednesday, only for Monday, but available records for both meanings are listed by Kluge
(1895: 95). Kluge (1895: 91, 95) compares guotentag ‘Wednesday’ to guotemtag ‘Monday’ in
South(west) German regions, first recorded in Swiss catechisms from the sixteenth century.
Kluge dervies it from the idiomatic expression (der) guote montag ‘the good Monday,’
attested in the works of Hans Sachs (1496-1576) and documents of the same time. Kluge
(1895: 91) interprets the term as a coinage by people who wanted to prolonge the weekend on
Monday and compares the expression to the jocular expression blauer Montag, literally ‘blue
[i.e. free] Monday.” Kluge (1895: 95) proposes a similar explanation for the Alemannic
guotentag, guotemtag. From this we can assume that Kluge postulated the following
developments: (1) guotemontag > *guotementag > guotemtag; (2) *guote mittwéhha ‘good
Wednesday (“mid-week™)’ > “*guote mittich(e) > *guote mittag (folk-etymological
assimilation toward -tag ‘day’) > *guote m(it)tag > guotemtag > guotentag. However, as
Kluge himself admits, the collocation *guote mitt(a)wéhha is not attested (it may be

suggested that the phrase, if it really existed, originally may have referred to Ash Wednesday
—cf. supra). But, moreover, phonetic doubts may be raised against both hypotheses, too. It is
hardly understandable why the unstressed -e in guote should have survived, but not -on- or
-it-, which would most probably have kept a secondary stress in the further development.
Although from a theoretical viewpoint a phonetic development guotemontag > *guotemontag
> *gyotmontag > *guotmontag > *guotmentag > *guotnemtag (metathesis) > guotemtag
(simplification) is possible, this would not fit with the unique supralocal and supraregional
distribution and the chronological nearness or simultaneity with the supposed long form.
Consequently, the explanation for guotemtag ‘Wednesday’ does not convince either so far. In
addition, as already mentioned above, many Swiss dialects mostly still show feminine
successors of an OHG mitt(a)wéhha (ct. Ott 1994: 404ft.). 1 cannot offer an alternative

hypothesis, though.

32 Moser 1957: 827; Frings/Niefien 1927: 297ff.
3 Frings/NieBen 1927: 293.

3 Frings/Niefen 1927: 294,

3 Frings/Nieflen 1927: 294,

% De Vries 1971: 844.
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2.5.5. ModE. Wednesday ['wenzd(e)i]*’, dial.*® ['wednzdi], ['wen’zd1], ['wmzdi], ['Wednzi],
['wendi], ['wanzdi]

Traditionally the particularity of the vocalism in the modern standard form Wednesday from
OE Waodenes deeg is either not taken note of or explained as going back to an Old English

variant with umlaut. In the latter case, such a postulated form is then occasionally viewed
together with Dutch forms showing umlaut and termed an Ingvaeonism (cf., e.g, Kloeke 1936
and Miedema 1971). The problem is that there have been found no instances of a form
Weédenes deeg in Old English texts. Bammesberger has now been the first to revisit the

phonetic problem and offer a completely new view.

According to Bammesberger (1999: 3), Wednesday cannot go back to a variant of Woden,
since “OE Woden always exhibits the vowel o. [....] nominal formations in -en of the type of
Waoden either show i-umlaut or lack it.” It may be added that Old Norse, too, only has Odinn,
never Jdinn*’. Bammesberger therefore suggests influence from the Old English verb wédan

‘to be mad, to rage,” or, more precisely, the already very early attested present participle
wédende:

“it is suggested that at a stage in the transition of Old English to Middle English the divine name Waodnes
deeg was replaced by wédendes. Originally wédende may have been used attributively together with the
name Woden [.....] Present participle stems in -nd- were substantivized to a certain extent; the most

obvious examples of this process are the nouns friend and fiend [....] It is particularly worth noting that a
form wendesday is attested for the thirteenth century. [....] the starting-point is posited as wédendes (dceg),

then we can assume that syncope led to wédndes; the further stages in the development were wédndes >
wendes > wendez > wendz > wenz” (Bammesberger 1999: 4f.).

This interpretation is also fully convincing for most dialectal forms listed above.
Bammesberger’s interpretation is supported by the spelling as well, as the <d> from wédan is

still visible to the present day.

The interpretation does not fit equally well, however, for ['wednzdi] and ['‘wednzi] (maybe
also ['wen®zd1]?). These dialectal forms, which still show -dn-, as well as the modern spelling

allow us to postulate a phonetic filiation that slightly differs from the one given by
Bammesberger, namely: *wédndes- > *wednes- > wednz- > wenz-.

In addition, the verb wendan ‘to turn’ may have had its share in the evolution of some of the
forms, too, if we assume that the English like other speech communities saw Wednesday as
the middle-day of the week, where the week coming from Sunday turns toward Sunday again.
This seems true for the dialectal form ['wendi] and it seems especially true for the form

wendesdei, attested in c. 1275. Bammesberger sees wendesdei in the line of the development
assumed by him. According to the OED (XX: 75), this is the oldest e-form attested. But
seeing that the next record of a form without the first d does not occur before c. 1425, it may
be discussed whether it can really already have reached the second phonetic stage by that time
or whether another word, namely wenden, had some impact on the shape.

Although the etymologies now seem clear, two decisive onomasiological problem still
remain. (1) The lists of dialect forms in the SED show us the astonishing situation that not one

37 OED s.v. Wednesday.

3 SED No. VIL4.2. (to be found in the third part of the respective volumes)

% The OHG and the OS form do not help us here since umlaut of o is not yet reflected in spelling (cf. Krahe
1969: 1,60).
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single instance seems to go back to an Old English form with -o- (save, perhaps, the form
['wanzdi]); on the other hand, the list of dialect forms in the OED show us the equally
astonishing situation that there seems to be no single instance of -é- in Old English. (2) If the

“Christian missionaries [...] took every means to push back the main god of the heathen
pantheon,” as Bammesberger (1999: 5) suggests, why did they not eliminate the name at all
and use a totally different construction (as in G. Mittwoch), since, after all, it may really be
wondered whether the replacement of Woden by wédend, which was a possible epitheton of

the god, really would have erased all memory of the heathen god? One suggestion for these
two problems may be offered here: The omnipresence of -e- in the modern dialects seem only
explainable if we assume that -e- occurred (much) earlier in spoken language than in written
language. This, however, also means that the process was started among the common folk and
not initiated by the literate missionaries. The motivation for this reformation may have lain in
a taboo of referring to the highest Germanic god by its real name. A “euphemistic” term may
therefore have been created. Since this results at first sight basically in a different vocalization
of the original word, the process reminds us a bit of the well-known example Jehovah in lieu
of Yahweh, which was a revocalized coinage for the same taboo reasons.

2.5.6. Du.dial. waansdi*

The Dutch dialect form waansdi, which is recorded for Tjummarum only, can to my
knowledge not be accounted for on purely phonetic reasons. A folk-etymological
reinterpretation or conscious reformation on the basis of waan ‘delusion, madness’ seems
possible and would thus be similar to the evolution of Wednesday described above.

2.5.7. Du.dial. weunsdag"

The umlaut in the Dutch form Weunsdag is historically hard to explain. Long vowels do not
normally undergo i-mutation in Dutch (cf. Goossens 1974: 36, Vekeman/Ecke 1992: 34),
unless for Eastern and Limburg regions (cf. Vekeman/Ecke 1992: 80). Kloeke (1936) is
basically only interested in the geographical distribution of this type and views it, together
with Wednesday, as the example of an Ingvaeonism. That Wednesday and Weunsdag cannot
be dealt with together has already been illustrated under 2.5.5. As to the umlaut, Kloeke only
says that phonetic variation is just natural in words that may go back to the fifth century at
least, possibly to the third century. But it is hard to follow his thought when he says that the
umlaut forms seemed to have protested against the rule that long vowels exhibit i-mutation in
order to survive: “Juist voor hun dood schijnen de Hollandse eu-vormen nog even te willen
protesteren tegen de regel, da ‘in het Nederlandsch [...] lange klinkers nooit i-wijziging
ondergaan hebben’” (Kloeke 1936: 148f.). Moreover, this does not explain their formation in
the beginning. The second thought, namely to see Weunsdag in the same light as veugel,
weunen, zeumer and others, where eu may possibly be ascribed to i-umlaut, does not convince
either.

The regular development of pre-Dutch Wodanesdag or *Wodinesdag can only yield ODu.
wuodensdag, MDu. woedensdag, ModDu. woensdag (cf. Goossens 1974: 37, 47, 96). In the
Modern Dutch form weunsdag the -eu- can, from a phonetic viewpoint, only be explained in
the following ways:

(1) ModDu. 6 < MDu. ¢ < ODu. iif (i.e. stressed i in free syllable; cf. Goossens 1974:
42f., 47) (we would have to look for a pre-Dutch root *wudin- then);

(2) ModDu. 6 < MDu. 6 < ODu. ii before r + dental (cf. Goossens 1974: 42, Vekeman/

40 Kloeke 1936: 150.
4l De Vries 1962: 416; Kloeke 1936.
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Ecke 1992: 66f.) (we would have to look for a pre-Dutch root wurd-, wurt-, or wurn- plus i-
umlaut, but then the loss of the consonant cluster would have to be explained);

(3) ModDu. 6 <MDu. 6 < ODu. ¢ (cf. Goossens 1974: 51) (we would have to look for
a pre-Dutch root *we/d- or *we/[n-).
As far as I see, however, no West-Germanic or Indo-European root seems to match with any
of these three explanations. Therefore another hypothesis has to be searched for. Maybe one
possible view is postulating an influence from MDu. woeden ‘to rage’ (MNW IX: 2735). It
should be noted that in Middle Dutch ¢ is graphically represented as <o>, <oe>, <ue>, and,

occasionally, <eu> (which later becomes the standard spelling for ¢); MDu. ¢, on the other

hand, is graphically represented by <oo>, <oe>, or <oi> (cf. Vekeman/Ecke 1992: 85,
Goossens 1974: 48). This means that the spelling <oe> was phonetically ambivalent. MDu.
<woeden> could be read either as waoden (which would be the historically regular

development) or as woden. The MNW also lists the graphic variant <wueden>, which clearly
indicates that the pronunciation wéden must have been current at least to some degree. The
influence of the Middle Dutch verb woeden with 6 on Woedensdag with 6 can then be
explained in the same way as OE wedan ‘to rage’ influenced OE Wodenesdeeg (cf. 2.5.5.). It

should be noted, however, that these influences took place independently and not in an
Ingvaeonic Sprachbund.

3. Final remarks

Not all problems presented here could be solved. However, it seems important to have
mentioned them in connection with some theoretical implications for diachronic
onomasiology. Many of the unclear cases show secondary iconyms in their biography,
sometimes by way of a process commonly called folk-etymology, i.e. remotivation based on
the sounds, not on the concept. Other reformations need not have developed subconsciously,
due to the lack of motivation of a form, but can also have been triggered off consciously by
some sort of taboo (shown by the cases in 2.5.5. through 2.5.7.). The type of lexical
replacement is then motivated by the phonetic similarity of the lexical items participating in
the etymological play. At any rate, it is necessary to underline that folk-etymological
processes as well as processes of the second type should be regarded as true cases of
onomasiological change, since they may give insights in cultural motives and motivations.
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MobE girl axp OTHER TERMS FOR ‘YOUNG FEMALE PERSON’
IN ENGLISH LANGUAGE HisTORY

Abstract

The article revisits the etymological explanations of a number of English names for ‘young female person’. The
etymology of English gir/ has been dealt with repeatedly. It seems best to project the noun back to OE gierela
‘garment’. Even if the connection can be justified from the semantic point of view, the initial stop consonant of
girl must be accounted for. The phonology of gir/ can be explained if we assume that the word was taken over
from what may be called a “barn-dialect” in Old English. ModE maid is not just an elliptical form of maiden, but
is the result of an iinfluence by the latter on a ME pre-stage maith. ModE dial. maw r and mawther may go back
to OE magutiidor. OE ides may be traced back to an IE form *(e)ité(n)os ‘course of the world’, a derivate of *ei

‘to go’ (an ides is then a ‘woman determining one’s fate). OE scielcen, a feminine of scealc, may eventually
originate in the IE root *(s)kel- ‘bent, crooked’ (with a -k(0)-suffix).

Introduction

The history of the word-fields “boy” and “girl” are characterized by a high degree of
fluctuation in English as well as in other languages from both an onomasiological and
semasiological stand'. Although the expressions for ‘female young person’ in English
language history have already been analyzed by Back (1934) and Stibbe (1935)—for Old
English—and Diensberg (1985)—for Middle English, these contributions did not answer all
problems. Especially the Modern English gir/ has not been clarified to a sufficient degree yet.
This article will therefore shed some new light on the biography of ModE gir/ as well as some
other onomasiological types for ‘female young person’ in the history of English.

1. ModE girl

1.1. In the wake of Robinson’s seminal paper on ‘clothing names’ (Robinson 1967),> the
etymology of girl has been investigated from various angles in recent years. Since no
immediately obvious cognates in the meaning ‘girl’ are available in the related Germanic
languages the search for the origin of gir/ is relatively wide open. Robinson’s proposal has
found acceptance in several further discussions, but it has also been more or less vehemently
rejected.

1.2. Robinson’s derivation takes its starting-point from OE gierela® ‘dress, apparel’, which by
Middle English times had come to refer to ‘young person’ by metonymy, and finally the
semantic range was narrowed down to ‘young female person’. The semantic development
underlying this derivation has been reexamined on several occasions. Thus Diensberg (1984:
473) writes: “the author [i.e. Robinson] bases his hypothesis on gerela, gierela, gyrela ‘habit,
robe’ which he takes as typical garments of girls and women, an assumption which is

1

A first look into Buck (1949: 871f.) already illustrates the many changes in different language groups.
2 The essay was reprinted in Robinson (1993) together with an “Afterword 1992”.

The preform of OE gierela may be reconstructed as Gme. *garw-ilan-; the phonology of girl will be
discussed in more detail below.
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unsupported by evidence”. But Diensberg’s objection is certainly not justified in the way he
phrases it: At no stage in his presentation does Robinson define OE gerela as ‘typical
garments of girls and women’; he clearly says that gerela is a general term “which has the
meaning ‘dress, apparel (worn by either sex)’.” (Robinson 1993: 178). In a reevaluation of
Robinson’s proposal Terasawa (1993: 341) concludes that the explanation is plausible:

“I would like to subscribe to Robinson’s ingenious and persuasive proposal of OE gyrela ‘apparel’ as
the etymon of ME girle. There are, however, the phonological problem of Anlaut as well as some
semantic problems left to be explored: when and why OE gyrela “dress, apparel in general’ came to be
applied to a person of a particular age, i.e. a child or young person; and why ME girle, etc., originally
indeterminate with respect to gender, came to be limited to the female sex.”

But in a very detailed examination of the supposed development of ‘apparel’ to ‘human
being’ Moerdijk (1994) reaches the verdict that Robinson’s derivation is unwarranted from
the semantic point of view.* Since, however, semantic change can lead to rather surprising
innovations it would certainly be foolhardy to maintain immediately that Robinson’s
etymology is impossible from the point of view of meaning, even if the assumed route may
appear rather complicated.” But at least one instance may be mentioned, which seems to have
undergone a parallel semantic development. ModE brat is attested from the sixteenth century
onwards, and according to the OED the origin of the word is unknown. Phonologically there
would be no problem at all to link brat with OE bratt, a hapax legomenon found in the
interlinear gloss to Matthew 5.40 in the Lindisfarne Gospels: remitte et pallium is glossed by
forlet 7 hreegl 7 heecla 7 bratt (Skeat 1887: 51) The word is probably borrowed from Old
Irish.® In Middle Englisch brat means a piece of clothing. It would seem reasonable to
identify the Early Modern English word brat ‘child’ with this term, because otherwise no
etymological connection can be proposed for this noun.” A similar example from Swedish is
flicka “girl’, which goes back to ON flik ‘patch, rag’ (Hellquist 1980). The specialization of
meaning from ‘child’ to ‘girl’ is paralleled by OE bearn (now ‘girl’ in northern dialects), OE
cild (now ‘girl’ in in southern dialects), ModE baby (which in colloquial, slangy language is
used to refer to (young) women®).

1.3. Even if thinkable from the semantic angle, an etymology must nevertheless obey the rules
of sound development, and here Robinson’s account seems to face some obstacles. This issue
will be dealt with in the following paragraphs.

1.4. The Old English word whose reflex Robinson wants to recognize in gir/ is “gyrela (also
spelled, although less frequently, gerela and gi(e)rela), a noun of common occurrence”
(Robinson 1993: 178).° The main steps in the sound development of Gme. *garw-ilan- to Old
English are as follows: -a- was ‘brightened’ to e, g- /y-/ was palatalized to g- 4j-/; and in the

4 Moerdijk summed up his discussion as follows: “That his [i.e. Robinson’s] etymology will appear untenable,

is an implicit result of my analysis” (Moerdijk 1994: 43). Moerdijk actually bases his discussion on
Robinson’s 1967 text and does not seem to have been aware of the reissue (with update) in Robinson 1993.
Neither Diensberg (1984) nor Terasawa (1993) are mentioned by Moerdijk.

A particularly rich overview of past attempts at clarifying the etymology of gir/ is provided by Liberman
1998. Liberman himself favours a borrowing from Low German: “Gir/ is LG Gér ‘girl’, with a diminutive
suffix, borrowed into English” (Liberman 1998: 160).

¢ OE bratt was interpreted as a borrowing from Celtic by Forster (1921: 125); but see further Ekwall (1922:
76).

A further possible parallel can perhaps be recognized in brogue ‘strongly marked provincial accent’,
although here the development would seem to be one step more complicated still. The word brogue ‘rough
shoe of Ireland and the Scottish highlands’ is likely to be borrowed from Irish brdg. In order to explain the
meaning ‘provincial accent” we may have to assume that the word was used in the sense ‘person wearing a
brogue (a rough shoe)’, and by a further metonymy the term for the person was transferred to another
characteristic of the person, namely his way of speaking.

8 This usage is attested as early as 1915 (cf. OED, s.v. babe).

®  The word is indeed common to all dialects of Old English; see Wenisch (1979: 290).
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sequence gaerw- breaking led to gearw-;' then -i- of the suffixal element -ilan- caused i-
umlaut resulting in *gierwila at a prehistoric stage of West Saxon, whereas outside of West
Saxon we would expect *derwila." In both forms the medial -i- should undergo syncope, but
the sequence -rwl- could develop a svarabhakti vowel, so that the result might indeed be
gierela or gerela (with loss of -w-). With regard to the phonology of the word in question
Robinson offered the following comment: “Although Old English spelling is not to be trusted
in this respect, it should be mentioned that of the fifty-nine quotations in Bosworth-Toller’s
Dictionary and Supplement containing the element gyrela, thirty are spelled with y, fifteen
with i(e), and fourteen with e. These spellings may well reflect y developed from “unstable i”
in late Old English.” (Robinson 1993: 179, note 21). All the forms considered so far
undoubtedly had palatal ¢ /y-/ in initial position, their reflex could be *yir/ in Modern English:
The /g-/ of girl requires an explanation.

1.5. Robinson was aware of the problem and suggested that /g-/ in girl could be due to
“Northern dialect or foreign influence” (Robinson 1993: 179, note 21). The notion of “foreign
influence” would probably entail the assumption that a borrowing from Scandinavian
occurred, which is actually the approach Terasawa (1993: 341) adopted: “Robinson suggested
that Northern, i.e. Scandinavian phonological influence may be responsible for the initial
plosive”. But “Scandinavian influence” is hardly sufficient for explaining the initial of girl,
because in the Scandinavian languages no really suitable word is available that could have
exerted influence.

1.6. In his “Afterword 1992”, Robinson gave some further details and considered the
possibility that girl was borrowed from a dialect of English into the standard language. I will
try to follow up this suggestion with some further supporting material and show that
Robinson’s etymology is phonologically tenable. If gir/ is ultimately projected back to Gmc.
*garw-ilan-, then we should be able to justify the initial consonant within the rules of the
phonological development. A brief discussion of brightening and retraction in Old English is
required in this context.

1.7. With the exception of the position before a following nasal, every West Germanic /a/ was
generally ‘brightened’ in the period of pre-Old English.'* But in the account of the
phonological development in the sequence *garwi- as given above in 4. one important
modification must be made. It has to be stressed that in a limited area of the Old English
territory, “retraction” of @ > a occurred before » + consonant in a labial environment before
the processes of breaking and i-umlaut: The forms uard (WS weard ‘guardian’), barnum (WS
[dat. pl.] bearnum ‘children’), uarp (WS wearp ‘warp’), warp (WS wearp ‘became’) etc. are
found in the early Northumbrian documents, and “for what it is worth, the early Northumbrian
evidence is consistent” in the sense that ‘retraction of e > a before » plus cons. in a labial
environment’ (Ball 1988: 111) occurred without exception. The phenomenon is also found in
texts that are not immediately considered as Northumbrian: In the early glossaries we find
both breaking of @ > ea (e.g. spearuua') and retraction (e.g. foe(s)tribarn'*). Even if it is not

' The question of whether palatal diphthongization occurred in the form we are concerned with need not detain

us here, because the result would be the same as that of breaking.

<g> (= palatalized /y-/) and <g> (= velar /g/) will be consistently differentiated in this paper because the

opposition is of vital importance. Old English manuscripts use one grapheme only to represent /y/ and /g/

and also inherited /j/, which fell together with /y/.

Brightening is not found if the root vowel /a/ was followed by a, o, u (e.g. [plural] dagas ~ deeg), but it is

usually assumed that /a/ had indeed been brightened to [#] and then reverted to /a/ under the influence of the

vowel in the following syllable.

3 Epinal 435: fenus spearuua (Sweet 1885: 62, Pheifer 1974: 24); the lemma of this gloss is unclear, but the
interpretamentum is likely to represent the word for ‘sparrow’.

4 Erfurt 108: alumnae foetribarn (Sweet 1885: 42, Pheifer 1974: 8). The corresponding gloss in Epinal reads
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possible to delimit precisely the area in which retraction of cer before a further consonant in a
labial environment occurred, there is no doubt that this phenomenon is found in varieties of
the Anglian dialect. It may be best to refer to the varieties that exhibit this feature as “barn-
dialects”. At the stage of i-umlaut, the phoneme /a/ occurring in words of this type in the
barn-dialects yielded /a&/ if i/j occurred in the following syllable."

1.8. In the barn-dialects Gmc. *garw-ilan- would have led to *gerw-ilan- by brightening, but
retraction of @ > a is to be expected. The immediate starting-point for the phonologically
regular development in the barn-dialects is therefore *garw-ilan- (identical in shape with the
Proto-Germanic reconstruction). The initial g- would have remained without palatalization
and led to the voiced stop /g-/ just as in all other cases where g- was not followed by a palatal
vowel. At the stage of i-umlaut /garwila/ yielded /geerwila/ > /gaerwla/ (with syncope) >
/geerela/ (svarabhakti vowel).'

1.9. It is particularly noteworthy that besides the forms noted in 4. the form gerela is in fact
attested. In the gloss of the Rushworth Gospels we find 7 gerwende hine gegeerelum
rendering ‘et exuentes eum clamidem’ (Matthew 27, 28 [Skeat 1887: 233]). The present
participle geerwende'’ shows the same phonological development: Gme. *garw-ij-and-ija- >
geerwende with initial /g-/ developed in the barn-dialects, whereas otherwise gierwende with
initial /y-/ is found. As Ball (1988: 113) briefly pointed out Modern English gear may well
have been adopted from a barn-dialect and need not owe its initial /g-/ to Scandinavian
influence.

1.10. From the phonological point of view the initial consonant /g-/ in girl is regularly to be
expected in the barn-dialects of Old English. If we assume that gir/ adopted the consonant
from the barn-dialects, then the form can be accounted for.

1.11. Finally, mention should be made of the variant gal. The form can be found in many
dialects (cf. SED item VIII.1.3.) and is first attested in 1785 (cf. OED s.v. gal). The motive
for this phonetic aberration is not really clear. Maybe the form is patterned on pal, which
belongs to the same word-field and is first recorded already in 1681/82 (cf. OED, the term is
said to go back to a Transilvanian Gypsy word p¢al ‘brother’) .

1.12. To sum up: Phonologically gir/ can be interpreted as the regular continuation of OE
geerela, which answers to gierela in West Saxon and gerela in Anglian; gerela is to be
expected in the barn-dialects of Old English. The semantic development of ‘garment’ >
‘human being (wearing this garment)’ by metonymy can be paralleled by brat. The meaning
of ‘girl” was further restricted from ‘young human being’ > ‘female young human being’.

2. ModE maiden and maid

2.1. The form maiden is the regular representative of OE meaegden ‘girl, maiden; unmarried
woman; nun; virgin; Virgin Mary; female servant’. The form can be traced back to IE maghos
(cf. IEW 696; Bick’s [1934: 200] reconstructed protoform IE *mak*u- should be corrected

here).

2.2. The form maid is seen as an elliptical variant of maiden by the OED and Diensberg

alumne fosturbearn.

Problems of Anglian vocalism were dealt with by Kuhn on several occasions; see Kuhn (1939) and Kuhn
(1945). With regard to the glossaries Dieter (1885) is still a major source of information.

6 The development of Gmc. *garwidun > OE geredon was dealt with by Chadwick (1899: 145).

7" On both e and e as the root vowel in this verb see further Toon (1983: 131).
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(1985: 331). In the IEW maid is considered the continuant of megep ‘maiden; unmarried
woman; daughter; virgin; servant, woman; Virgin Mary’. Neither of the views suffices
entirely. But it does not seem impossible to regard this form more precisely as a folk-
etymological continuant of OE mcagd. The regular ME form should be maith, as it is still
attested in maithhod ‘maidenhood’ (1230), meid adj. ‘of a maiden’ (1225) and meidlure ‘loss
of virginity, fornication’ (1230) (cf. MED). The first record of maid dates from 1205 (Lay.
256) according to the OED. The first half of the thirteenth century thus seems to be a period
of co-existence between forms ending in a dental spirant and those ending in a dental plosive.
The latter maybe represents the result of seeing maith as directly connected with maiden, or of
putting it into direct connection, in the shape of a short form.

3. ModE dial. ['mo:09] and [mo1]

3.1. These rare forms are only recorded in the SED (item VIII.1.3. in Norfolk and Suffolk)
and in the EDD (s.v. maw’r and mawther). The etymology of these words seems nowhere to
be dealt with.

3.2. It seems possible that these forms are continuants of the OE magutidor ‘descendant,

offspring’ (Grein 1912: 449, Hall 1960: 228). This form is labelled “poetic” by Hall, but it is
not impossible that a poetic term in the standard dialect, or koiné, is nevertheless quite current
in some dialects. Regularly expectable continuants of mdagutiidor would be mawder or

mawter (syncope of unstressed or weakly stressed syllables). If we depart from the former,
then the ending /-dor/, in a second step, yielded /-0ar/, just like togeder became fogether; in
addition this phonetic development may also have been incited by the endings in father,
brother and mother.

4. OE ides

4.1. The basic meaning of OE ides is ‘woman, wife, virgin, lady, queen’, but it occasionally
adopts the sense of ‘girl” in some cases (cf. Back 1934: 234). The quantity of the i- is not
clear. Brate lists reasons for both short and long i.

4.2. The origin of OE ides and formally and semantically similar forms, such as OHG itis, OS
idis, ON dis, Go. filu-deisei in other Indo-European languages has been a hotly debated issue.
Early theories (by J. Grimm, R. Kogel, F. Jostes, Th. von Grienberger, Uhlenbeck) are
summarized in an article by Erik Brate (1911/12). Brate himself departs from ON dis, which
he defines as ‘woman who comes from another world where she had gone to by her death and
who now comes to our world to influence the life and fate of humans’ and reconstructs a
Gmc. *i0-1-s, which he interprets as a compound of the Indo-European roots *id- ‘again’ and

*i- ‘to go’; for him, the Dises are ‘those who have returned’. But the combination of the roots
for ‘again’ and ‘to go’ plus an s-suffix seem not entirely plausible for a meaning ‘those who
have returned’. Holthausen (1935: 185) sees a connection with ad ‘stake, fire, flame’, itself
related to Lat. aedés ‘house; originally: stove’; but here, too, a semantic filiation seems hardly

plausible.

4.3. An alternative hypothesis shall be ventured here—at least for the West Germanic forms.
The forms also enable the reconstruction of an Indo-European origin *eité(n)os (if we assume
an OE 7) or *ité(n)os (if we assume an OE 7). This leads us to the root *ei- ‘to go” (IEW 294)

with #(o0)-suffixed forms meaning ‘course [of the world]’, in other words ‘fate’. An ides was
then originally a ‘[woman determining] one’s fate’.
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5. OE scielcen

5.1. OE scielcen is the corresponding feminine form of OE scealc. Its proper meaning is
‘female servant’. But Bick (1934: 229) writes that the word denotes a ‘girl, maiden’ on some
rare occasions.

5.2. So far, the form scealc has not yet really been etymologized (cf. Kluge/Seebold s.v.
Schalk). Cognates of scealc are OHG scalc, OS scalk, Go. skalks, ON skalkr and OFris. skalk.
The lexical type seems restricted to the Germanic languages. The original meaning must have
been ‘servant’. A possible root maybe IE *(s)kel- ‘to bend; bent, crooked’ with some sort of -
k(o)-suffix (cf. OE sceolh ‘crooked’). A servant may metaphorically be seen as the one who
bends to his master to demonstrate his inferior position.
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RECONSTRUCTING THE ONOMASIOLOGICAL STRUCTURE OF OLD ENGLISH VERBS:
THE CASE oF ToucHING, TASTING AND SMELLING

Abstract

In this paper I analyse the internal structure of the OE verbal predicates that form the lexical dimensions of
touching, tasting and smelling, as well as their extensions to other lexical domains. My starting point will be the
semantic classification of these predicates given in the Thesaurus of Old English. This taxonomy, based on
componential analysis, is implemented here by the introduction of Coseriu’s distinction between semes and
classemes. In order to do so, I propose: (1) a semantic definition of each OE predicate; (2) a reconstruction and
analyusis of all the combinatory possibilities of each lexical; (3) a semantic classification of these units. Finally,
different connections with other lexical domains (especially COGNITION) will be established.

1. Functional Grammar and Lexematics in Historical Lexicography

The main aim of this paper is to expound the theoretical foundations of a historical-
lexicographical model for the study of the OE verbal vocabulary.' This model is based on the
Functional-Lexematic Model (FLM), elaborated by Martin Mingorance (1990) and further
developed by Faber and Mairal Usén (1994, 1998abc). In the FLM lexicon, the word is
considered the central unit of description, and it is presented along with all its pragmatic,
semantic, syntactic, morphological and phonological information.

Starting from a careful and systematic analysis of the semantic entries in OE dictionaries and
thesauri and of their syntactic complementation patterns, I have attempted to derive the
internal hierarchical grading of the lexical subdimensions of TOUCHING, TASTING and SMELLING.
Following Martin Mingorance (1990: 237-240), I will carry out the construction of a small
section of a formalized grammatical lexicon organised onomasiologically in semantic
hierarchies in four consecutive stages:

(1) Distinction between the primary and derived lexicon.

(i) Organisation of this vocabulary in lexical domains.

(ii1) Analysis of the complementation and derivational patterns of each lexeme.

(iv) Establishment of a hierarchy of semantic, syntactic, morphological prototypes for the

lexical domain.

2. OE primary and derived lexicon

The FLM introduces a neat distinction between the primary lexicon (formed by those units
which cannot be synchronically derived by word-formation rules) and the derived lexicon
(formed by the set of productive derivational rules that exist in a language)®. Productive
affixes are treated as independent predicates in the lexicon, and their representation is made
by means of lexical frames (on the analogy with primary lexemes; Martin Mingorance 1990:
238).

When dealing with present states of language, the distinction between productive and

' The following abbreviations will be used here: IE = Indo-European; L = Latin; Gmc = Germanic; OE = Old

English; ME = Middle English; NE = New English.

2 Both compounding and affixation are included under this heading.
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unproductive affixes (and, consequently, that between derived and primary lexicon) is clear.
However, if we want to measure the indexes of productivity of OE affixes, we must
necessarily take into account the fact that this label indicates a period of more than four
centuries (c750-c1150), with the consequent fluctuation between the old affixes inherited
from IE or Gmc and the newly created Anglo-Saxon ones. Broadly speaking, Gmc made use
of suffixes in order to create new verbs from old nouns, adjectives or verbs. The suffix Gmc
*/-ja-/ was responsible for the creation of a new verbal class, the weak verbs, that came to
complement the older strong verb classes, allowing the creation of a large number of new
verbal lexemes. Differently to Gmc, OE shows a clear preference for prefixes, most of which
are derived from IE adjectival or adverbial elements (Lass 1994: 203). However, as Hiltunen
(1983) has shown, this system of OE prefixes was in a state of advanced decay already at the
end of the tenth century, mainly because of the growing degree of opaqueness of most of its
components. Therefore, it is not surprising that many of these particles had lost their
productivity before the end of this period.

In my analysis of OE verbs of toucniNnG, TAsTING and sMELLING, | will introduce a distinction
between underived predicates (where I will distinguish between unprefixed strong verbs
[marked for class with Arabic numerals] and unprefixed weak verbs [Roman numerals]) and
derived predicates (including both prefixed strong and weak verbs; see Table 1). This lexical
distinction between unprefixed strong and weak verbs is justified by the assumption that, as
Faber and Fernandez Sénchez (1996) state, the more central a member is within a category,
the more likely it is to have been lexicalised in a former stage of the history of the language.
Since prototypicality entails pre-existence in time, one should expect that verbs expressing
actions related to ToucHING, TASTING and sMELLING already in PGmc will occupy a higher
position within this OE lexical hierarchy than those verbs that entered this dimension in a later
stage (i.e. weak verbs, which corresponded to Gmc derived lexical units).

PRIMARY LEXICON DERIVED LEXICON

TOUCHING strong: hrinan', stfican', tacan® ahrepian, ahrsan, atillan,  eathrinan|
weak: cyssan!, grapiani, handliani,gecyssan, gefelan, gegrapian, gehrepian,
hrepian/hreppani, licciani, smaciani gehrinan, geliccian, gesmaccian, getillan,
stracian’, tillan’, paccian' gepaccian, onhrinan/andhfinan, ophfinan

TASTING strong: teran* «strian, gebirgan, gefandian, gesmaccan,

weak: byrlgan/blrganl, gesmaccan',oewysrtian, inbirgan, onbirgan
sealtan!, swétan!

SMELLING strong: drincan', re ocan?, stincan? &smocian, gestincan, geswaccan,
weak: eébmianﬁ, bladesianii, ébianﬂ,gewyrtian, tostincan
hreniani, rece Isian’, stéran', stencan'

Table 1: primary and derived OF predicates of TOUCHING, TASTING and SMELLING (a semantic interpretation of these
predicates is given in Appendix 1)

The resulting list of prefixes is composed of the following units: a-, eet-, be-, ge-, in-,
on-/and-, op- and to-. Although the creation of fully specified lexical entries for these

predicates remains out of the scope of this paper, I will present here a preliminary description
of one of these units, OE be-, with special reference to its function as a verbal prefix:?

AFFIX BE-

3 For a full description of the analytical methodology for the study of word-formation within the FLM, see

Martin Mingorance (1985, 1990) and Cortés Rodriguez (1996). The following signs and abbreviations are
used here: [# #] word limit, [#] syllable limit, [(x )] participant, [(y,)] satellite, [Ag] agent, [Fo] focus, [Aff]
affected, [Go] goal.
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1. a. Spelling alternants: BI- (early OE); BI-/BY- (early ME)
b. Etymological specification: ~ Gme */bi/  “by, around’
c. Phonological specification: */bi/ > /be/ > [ba]
d. Stress location: [be]'base
e. Affixal type: ##IXH o
2. Input conditions:
a. Phonological: vacuous
b. Categorial: X X, dea i 8 . orepprep
c. Lexico-semantic: X, [+ trans] e.g. begangan, besmocian

3. Word-formation rules (be- verbs):
a. Lexical transformation: X, = [be #] e [ X gl

b. Morphosyntactic output: Deverbal verbs

4. Output restrictions (be- verbs): X : [+trans]

9]

. Semantic specification (be- verbs):
[surround, (x,) AglFo (X)) Ao (¥,:<‘in all directions/With’> (¥,)), .t )proc

e.g. beridan: ‘to surround on horseback’: besmocian ‘to envelop with incense, to incense’;

besprecan ‘to surround by speaking, to talk about’; befyllan ‘to surround with foulness,
to befoul’
[dov (Xl)Ag/Fo (X2)Aff/Go (yl: <‘intenseIY’> (yl)Manner]Proc

e.g. becéasan ‘to fight intensely’; begnidan ‘to rub thoroughly’; bedrincan ‘to drink
exceedingly, to absorb’

c. [deprive, (XD agro (X2 atio proc
e.g. beheafdian ‘to deprive of the head, to behead’; beniman ‘to deprive’; belifian ‘to
deprive of life, to kill’

d. vacuous (e.g. besencan ‘to sink’)

[S—

0

The semantic specifications corresponding to the remaining OE verbal prefixes can be
summarised as follows (full lists of OE verbal prefixes appear in Lass 1994: 203-204,
Kastovsky 1992: 377 and Mitchell/Robinson 1992: 58-59):

OE a- (a-) 1. [move, (X)),,5, (¥;: <‘out’> (y )]y, (e.g. berstan ‘to burst’ > aberstan ‘to burst
out’)
2. [do, (X)),gr, (v, <‘completely’> (¥,)]ype (€-8- drygan “to dry’ > adrygan ‘to

dry up’)
3. vacuous (e.g. bacan ‘to bake’ > abacan ‘to bake’)

OE cet- L. [be/move, (X)),,p, (V1 <‘near/at’> (y)] ,p, (.8 standan ‘to stand’ >
cetstandan ‘to stand close to’)

OE ge- 1. [reach, (x,),, (y,: <'as a result of"> (y,)] ;. (€-8. ridan ‘to ride’ > geridan ‘to
reach as by riding”)

2. vacuous (e.g. campian ‘to fight’ > gecampian ‘to fight’)

OE in- 1. [be/move, (x,), gPo (y,: <‘inside’> (¥ )], .omir
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OE on- 1. [be/move, (X)), (y,: <‘against’> (y,)]
andhweorfan ‘to move against’)

Loenir (€-8. hweorfan ‘to move’ >

OE op- 1. [move, (X,)gr (V,: <‘away from’> (y,)],; (e.g. beran ‘to bear’ > opberan ‘to
bear away’)

OE to- 1. [separate, (X))o (X)) Goass (€-8- brecan ‘to break’ > tobrecan ‘to break to
pieces’)

3. Lexical domains

The classificatory method used by the FLM differs substantially from that found in more
traditional dictionaries. In such thesauruses as the TOE and Roget’s (1982), macro-areas of
human experience are established a priori by the lexicographer, who then groups lexemes
accordingly. Both dictionaries are based on a top-down (or concept-driven) type of
processing, so that the inventories of lexical fields proposed by their compilers are at times
vague and difficult to define. Following Kay and Chase (1990: 305):

”indeterminacy and overlapping, problems often associated with the meanings of individual lexical
items, are also characteristic of lexical fields. Some constituents of a field are felt to be central, others
peripheral, and the inclusion or exclusion of items at the periphery will perhaps seem arbitrary at
times.”

This indeterminacy can be solved to a certain degree through the introduction of a bottom-up
(or data-driven) type of analysis, such as the one proposed by Faber and Mairal (1999: 82). In
their lexicographic approach, the tracing and construction of lexical hierarchies is based not
on the lexicographer’s arbitrary choice (as in the case of the inclusion or exclusion of items at
the periphery of a field), but rather on the analysis of dictionary definitions, by working
upwards from words to concepts.

A first problem arises here, regarding the application of this procedure to the analysis of the
OE lexicon: since dictionaries of OE are in fact bilingual dictionaries (from OE to NE or L),
lexical entries do not always give complete definitions of the corresponding OE items, but
rather rough translations of these into NE. Even the use of more complete dictionaries, such as
the OED, is not free from difficulties. To start with, the OED does not include meanings that
died out of the English language before the thirteenth century. Furthermore, the OED
generally omits those lexical items that have dropped out of use by 1150, so that numerous
OE verbal units are not analysed.

In spite of these difficulties, and by combining semantic information from every available
source, building the skeleton of a lexical hierarchy is a relatively easy task. Table 2 is a list of
dictionary definitions for eight underived OE verbs of ToucHiNG:

OED BT Hall

ffelan To handle sth in order to experience aTo feel, perceive, touch.(To touch.
tactual sensation.

orapian  [To fouch with the hands; to examine byTo grope, touch, feelTo touch, grope.
the touch; to handle, feel. with the hands.

handlian [To touch and feel with the hands, to passTo handle, feel. To handle, feel.
the hand over, stroke with the hand.

hrepian  [To fouch. To touch. To touch.
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hrinan To touch. To touch. To touch.

strike, rub, wipe.

tacan on (To fouch. - To touch.

(ge)tillan [To touch. To touch. To touch.

istrican To stroke, rub lightly To stroke, smooth, rub. To pass lightly]
over the surface)

Table 2: dictionary definitions of OE verbs of ToucHING

Following these definitions, a preliminary lexical hierarchy can be established, consisting of
four degrees of specification: (1) the archilexeme felan (a verb used to make reference to

PHYSICAL PERCEPTION Of any kind); (2-3) its two basic specifications, handlian and grapian; and
(4) the affixed predicate gefélan, whose definition relies on the separate interpretation of its
two members (i.e. ge- and félan) rather than on lexicographic evidence. As this hierarchy
reflects, félan occupies a more general section of the semantic area (corresponding to the
general action of touching), whereas handlian and grapian are used to refer to more specific
subareas within this dimension. According to our interpretation of these two verbs, OE
grapian refers to an act of touching which normally implies no tactile perception (unless
otherwise stated in the sentence), whereas OE handlian is used with reference to both
touching and feeling.*

LEVEL 1  (felan: to pErcEIVE with the senses

LEVEL 2 grapian: to ToucH sth with the hands

LEVEL 3 handlian: to toucn and seeL sth with the hands

LEVEL 4 gefe lan: to ToucH and reeL deliberately sth with the hands

Table 3: from GENERAL PERCEPTION tO TACTILE PERCEPTION.

As Table 3 shows, the three OE predicates of TacTILE PERCEPTION are characterised by the
occurrence of the verb to ToucH in their definitions; the semantic differences between these
three predicates are expressed through the progressive introduction of new semantic and
pragmatic features (underlined in Table 3), that tend to restrict their meanings into more
specific areas of the semantic space (Jiménez Hurtado 1994: 69-74; Vazquez Gonzalez 1999:
349-360).

4. Complementation and derivational patterns

From a syntactic point of view, these verbs of TACTILE PERCEPTION share in common a same
complementation pattern, characterised by the presence of a human experiencer in the role of
Subject and a concrete entity with shape and form as Object. Here is a fully specified analysis
of OE grapian (where [df] is used to refer to the definiens or superordinate term):’

(1) OE grapian ‘to touch sth with the hands’
df = (ge)felan (x,);, » (X)ppey (¥,: with the hands),

SVO [Acc]: S = prototyp. animate (Exp)
O = prototyp. concrete with shape and form (Phen)

4 According to the dictionary definitions presented in Table 2, perception is less central in the case of OE

grapian than in OE handlian.
The examples and references used here have been extracted from The complete corpus of Old English in

electronic form (Healey/Venezky 2000). For a complete list of abbreviations for Anglo-Saxon works see
Cameron 1973.
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e.g. Se cuma his cneow grapode mid his halwendum handum [ZEcHom II, 10: 82.39]
lit. “The stranger touched his knee with his healing hands.’

But differently to the other two OE verbs of touching defined above, grapian is also found in

intransitive constructions, expressing the capacity of a human experiencer to use his or her
hands in order to perceive, touch or grasp sth:

(2) OE grapian ‘to use the hands in TOUCHING, FEELING Of GRASPING sth’

SV: S = prototyp. animate (Ag/Exp)

e.g. He meegnes rof min costode, grapode gearofolm [Beo: 2081]
lit. ‘Proud of him strength, he made proof of me, groped out ready-handed.’

OE grapian thus takes a greater number of complementation patterns than handlian and
gefélan, which supports our claim that this predicate is the most prototypical one within this

small group. This idea can be formulated in terms of the ‘Lexical Iconic Principle’
(Faber/Mairal Usén 1994: 210-211):

Lexicar Iconic Principie: The greater the semantic coverage of a lexeme is, the greater
its syntactic variations.

A second difference between OE grapian and its two hyperonyms has to do with its capacity

to create new derived lexemes from the basic root (mainly by prefixation, as in OE
gegrapian). In fact, one could claim that as long as we move down the semantic scale, from

the most general to the more specific term, the number of semantic specifications that can be
expressed through lexical derivation from a single lexical root decreases (Diaz Vera 1999:
80). I will formulate this idea in terms of the following ‘Lexical Productivity Principle’,
which acts as a morphological counterpart of the ‘Lexical Iconic Principle’ referred to above:

Lexicar Probuctivity PrincipLe: The greater the semantic coverage of a lexeme is, the
greater its morphological productivity.

Following these two principles, it is possible to determine the exact location in our hierarchy
of the remaining OE verbs of toucniNG, whose dictionary definitions do not allow a full lexical
analysis: hrepan, hrinan, tacan on and getillan (all of which are defined as ‘to touch’ in the

three dictionaries used for this research; see Table 2). The results of my analysis of all the
occurrences of these four lexical units in DOEC can be summarised as follows:

OE UNPREFIXEDCOMPLEMENT. LEXICAL PRODUCTIVITY
VERBS PATTERNS VERB NOUN ADJECTIVE
[Hrepian SVO[Acc] Ahrepian  |Hrepung  jungehrepod
gehrepian
[Hrinan SV Adj A hrinan Hrine -
SVO[Acc] andhrinan  Hrining
SVO[Dat] cethrinan Ethrlne
SVO [Gen] gehrinan Ha{adhrme
- Hrinenes
onhrinan .
- Gehrinenes
ophrinan |, p.in o
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SVAdj -
SVO tillan
etillan

Table 4: morphosyntactic iconicity of four OF verbs of ToucHING

acan [on]
illan

As Table 4 shows, OE hrinan is the most prototypical verb within this semantic category, so
that it occupies the archilexematic position in our hierarchy of OE verbs of ToucHING
(immediately after OE (ge)felan ‘to perceive’ and before OE grapian ‘to touch with the

hands’). Consequently, the selection restrictions of its two arguments will be reduced to the
minimum:

(3) OE hrinan ‘to put a part of the body into contact with sth’

1. SV Adjunct: S = prototyp. animate (Exp)
Adjunct = place (Loc)

e.g. 0ddcet deades wylm hran cet heortan [Beo: 2267]
lit. “Until the surging of death touched at the heart.’

2. SVO [Gen]: S = prototyp. animate (Exp)
O = prototyp. concrete with shape and form (Phen)

e.g. Pu his hrinan meaht [Fates: 614]

lit. “You may touch it.’

gefelan, [(x,: prototyp. animate),  (X,: prototyp. a part of sth), I
df = gefelan, (X,)g,, (X,)pe, (¥;: With a part of the body), .

3. SVO [Acc]: S = prototyp. animate (Exp)
O = prototyp. concrete with shape and form (Phen)

e.g. Ne sceolon ge mine da halgan hrinan [PPs: 104.13]
lit. I should not touch my holy god.’
gefelan, [(x,: prototyp. animate),  (X,: prototyp. concrete)y, . I,

df = gefelan (X)), (X))pye, (¥,: With a part of the body),,

4. SVO [Dat]: S = prototyp. animate (Ag)
O = prototyp. concrete with shape and form (Aff)

e.g. Se heelend & hran egum heora [MtGl (Ru): 20, 34]

lit. “The Saviour touched their eyes.’

gefelan, [(x,: prototyp. animate),, (X,: prototyp. concrete),,.],
df = gefelan, (x,),, (X,) o (y,: With a part of the body),

A similar degree of syntactic variation can be calculated for the archilexeme of the
subdimension of Tasting, OE byrigan/birgan, which can appear with either accusative or
genitive objects, but with a clear preference for the first. All the other verbs in its
subdimension show this same preference for the transitive pattern SVO[Acc], which had
almost completely replaced the IE/Gmc genitival pattern that characterised verbs of pHYSICAL
PERCEPTION (Mitchell 1985: 449).
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(4) OFE byrigan/birgan ‘to feel sth (esp. food or drink) with the mouth’

1. SVO [Gen]: S = prototyp. animate (Exp)
O = prototyp. (Phen) <food, drink>
gefelan, [(x,: prototyp. animate),  (X,: prototyp. a part of sth), . 1.
df = gefelan, (x,)p,, (X,)pe, (¥, With the mouth),

e.g. he him cydde & scegde pcet he ne moste deades byrigan cer he mid his eagum dryhten
gesege [LS 19 (PurifMaryVerc 17): 15]

lit. ‘He spoke to him and said that he wouldn’t taste death before he could see the lord with
his own eyes.’

2. SVO [Acc]: S = prototyp. animate (Exp)
O = prototyp. concrete with shape and form (Phen)

e.g. bu pines gewinnes weestme byrgest [PPs: 127.2]
lit. “You taste the fruits of your work.’

gefelan, [(x,: prototyp. animate),  (X,: prototyp. concrete),, . ]
df = gefelan, (X,)g,, (X,)ppe, (¥, With the mouth),

Exp

Regarding verbs of sMELLING, the situation we find is very different. On the one hand, most of
the verbs included in this group express the causative meaning ‘to cause sb to become aware
of a smell’; this is the case the historically earlier strong verbs réocan and stincan, and of the

weak verbs @pmian, bladesian, hrenian and stencan. The expression of non-causative

meanings (i.e. ‘to perceive by smell’) corresponds to prefixed verbs, especially gestincan,
indicating a relatively recent lexicalization (stincan ‘to emit a smell’ > gestincan ‘to perceive
sth as a result of its smell, to smell sth’). Consequently, the pattern SVO[Acc] is practically
universal within this subdimension:

(5) OE gestincan ‘to feel sth because of the effect it has on your nose’

1. SVO [Acc]: S = prototyp. animate (Exp)
O = prototyp. concrete (Phen)

e.g. bonne ge pa swetan stencas gestincad [Lch I (Herb) : 63.4]
lit. “When you smell the sweet odours.’

gefelan, [(x,: prototyp. animate),  (X,: prototyp. concrete),, |
df = gefélan, (x,), o (X)pre, (v,: with the nose), .

Exp

Special mention must be made now of the syntax of OE causative verbs of Tasting and
sMELLING. Here, the semantic role of Phenomenon takes the syntactic function of Subject,
whereas that of Experiencer appears as accusative Object:
(6) OE feran ‘to cause sb to become aware of a sour taste’

1. SVO [Acc]: S = prototyp. concrete (Phen) <food, drink>
O = prototyp. animate (Exp)

e.g. He is swide biter on mude and he pe tird on da protan ponne du his cerest fandast [Bo:
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22,.51.2]
lit. ‘It is very bitter in the mouth and it bites you on the throat as you first sample it.’

(7) OE stincan ‘to cause sb to become aware of a smell’
1. SV: S = prototyp. concrete (Phen)

e.g. Ic stince swote [ EGram: 220.13]
lit. ‘T smell sweetly.’

2.SVO [Acc]: S = prototyp. concrete (Phen)
O = prototyp. animate (Exp)

e.g. beet ored stincd and afulad pe cer wees swete on stence [HomU 27 (Nap 30): 156]
lit. “That breath stinks and fouls you with its sweet stench.’

5. Lexical hierarchies

Through the analysis of the semantic and syntactic data presented above, it is possible to give
an almost complete reconstruction both of the meanings of the predicates that form these three
lexical subdimensions and of the internal structure of each subdimension. However, there
remains a small set of predicates whose exact position in the corresponding semantic area and
lexical hierarchy cannot be confidently defined by using dictionary definitions and
morphosyntactic analysis.

This is the case of OE hrepian/hreppan, tacan, getillan and their derivates, which according
to etymological and comparative evidence are the result of relatively recent processes of
semantic extension from the original semantic areas into that of pHysicaL PERCEPTION. The
mixed character of OE hrepian/hreppan is best seen from the analysis of its different
definitions in the TOE (vol. 2), most of which represent metaphorical extensions from
TOUCHING 1NtO CAUSING HARM:

(8) OE (ge)hrepian: 02.05.06 Sense of touch
02.08.04 Hurt, injury, damage
05.06.04 Damage, injury, defect, hurt, loss
07.05.01 Censure, reproof, rebuke
11.07 Use, service
13.02.03 An attack, assault

It is clear from these definitions that the different actions expressed by this verb focus on the
negative effects on the second participant: ToucHING is seen here as a means of laying hold on
sth forcibly or against someone else’s will, which frequently results in damage or even loss of
the touched entity. This negativity is also instantiated by most occurrences of the predicate of
PHYSICAL PERCEPTION OE hrepian ‘to touch’, which frequently appears in negative imperative
statements, or accompanied by verbs expressing prohibition (e.g. OE forbéodan ‘to forbid’).
This implies that the type of physical contact expressed by this predicate was evaluated as
negative by OE speakers, i.e. ‘to touch sth against someone’s will, against the law, by force’.
The resulting cognitive schema can be reconstructed as:

(9) OE hrepian [var. hreppan]‘to touch sth forcibly’
df = hrinan (X,) Ag (X,), (y,: forcibly), . -
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SVO [Acc]: S = prototyp. animate (Ag)
O = prototyp. concrete with shape and form (Go/Aff)

e.g. Ne hrepa pu pces treowes weestm [A£CHom 1.1: 181.70]
lit. ‘Touch not the fruit of the tree.’

OE getillan focuses rather on the action of ‘touching sth briefly/lightly’, occupying the
intersection between PHYSICAL PERCEPTION and MOVEMENT:

(10) OE getillan ‘to touch sth briefly/lightly’

SVO [Acc]: S = prototyp. animate (Exp)
O = prototyp. concrete with shape and form (Phen)

e.g. Weras bloda & facenfulle na healfe getillad [OccGl 50.1.2 (Brock): 54.24]
lit. ‘Cruel and deceitful men do not touch a half.’

Finally, OE tacan ‘to put the hands into contact with sth’ (OED) reflects perfectly the natural
semantic advance from contact (‘to put the hands on sth’) to TacTILE PERCEPTION (‘to touch sth’,
the only known sense of Gothic tékan), and from here to possession (‘to lay hold of sth’),
especially in ME:

(11) OE tacan ‘to put the hands into contact with sth’ [cONTACT > PERCEPTION]

SVAdjunct S = prototyp. animate (Ag/Exp)
A= prototyp. concrete, a surface (Loc/Phen)

e.g. Sona swa pcet ele toc on pcet weeter, pa aras pcer upp swide mycel fyr [LS 29 (Nicholas):
273]
lit. “As soon as the oil touched the water, there arose a great fire.’

(12) OE tacan ‘to get sth into one’s hands by force’ [PERCEPTION > POSSESSION]|

SVO S = prototyp. animate (Ag)
O= prototyp. concrete (Go)

e.g. Se kyng nam heora scypa & weepna,..& pa menn ealle he toc, & dyde of heom pcet he
wolde [ChronD (Classen-Harm): 1072.11]

lit. ‘The king took their ships and weapons...and then captured them all and did of them
what he liked.’

6. Conclusions

This methodology for the study of the OE verbal vocabulary is based on the analysis and re-
structuring of different types of information (dictionary definitions, syntactic patterns, lexical
productivity, and etymology). Broadly speaking, the more prototypical a verb is, the more
prototypical effects it will show, so that verbs with a higher degree of prototypicality will tend
to (i) admit more syntactic patterns, (ii) be synchronically underived (and preferably strong),
and (iii) be more productive in processes of lexical derivation.

The FLM lexicon thus contains full descriptions of each word, which appears with all its
semantic, pragmatic, syntactic, morphological and phonological properties. As a result of this
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analysis, the full set of lexical entries has been created, corresponding to the OE subdomains
of verbs of TouCHING, TASTING and SMELLING (see Appendix I).
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APPENDIX I:
Internal structure of OE verbs of ToucHING, TASTING and SMELLING
0. GENERAL PERCEPTION:

(ge)felan: to perceive sth, ., With the senses

1. TACTUAL PERCEPTION:
1. hrinan': to put a part of the body into contact with sth;. .. p.g

1.i. ahrinan: to ToucH sth stretching out (a part of the body)
L.ii. 2ethrinan: to ToucH sth moving near

L.iii. gehrinan: to get to sth ToucHING it

1.iv. onhrinan/andhrinan: to Toucn sth moving towards it

1.v. ophrinan: to Toucu sth moving away from the original position

1.1. grapiani1: to_use the hands in ToucHING

1.2. hrepian/hreppan’: to toucH sth, , forcibly
1.2.i. ahrepian: to ToucH sth forcibly stretching out (a part of the body)
1.2.ii. gehrepian: to get to sth ToucHiNG it forcibly

1.3. strican': to Touc sth, . softly
1.3.i. gestrican: to get to sth ToucHING it gently

1.4. grapian2: to touc sth,, . with the hand
1.4.i. gegrapian. to get to sth ToucHiNG it with the hand

1.4.1. handlian®: to toucH and geeL sth with the hand
1.4.1.1. gefelan’: to Touch and reeL deliberately sth with the hand

1.4.2. smacian’: to ToucH sth softly with the hand
1.4.2.i. gesmacian. to get to sth ToucnmNg it softly with the hand
1.4.2.1. stracian: to ToucH sb (esp. sb’s head, body or hair) softly in one
direction with the hand, to express a possitive emotion or as a method of
healing
1.4.2.2. paccian’: to toucH sth softly and repeatedly with the hand, to
express love or affection
1.4.2.2.i. gepaccian: to get to express sb love or affection by ToucHING
him or her softly with the hand

1.5. cyssan': to Toucn sth with the lips, to express affection or as a greeting, reverence or
salutation

1.5.i. gecyssan: to get to express sb affection by Touching him or her softly
with the lips
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1.6. liccian®: to toucH sth/sb with the tongue, to taste it, to moisten a surface or to

remove sth from it

1.5.i. geliccian: to get to taste sth, moisten its surface or remove sth from it

by ToucHING it softly with the tongue

1.6. tillan': to ToucH sth[ Acc] briefly/lightly

1.3.i. atillan: to ToucH sth briefly/lightly stretching out (a part of the body)
1.3.ii. getillan: to get to sth toucHinG it briefly/lightly

1.7. tacan®: to put the hands into contact with sth,, , ., so as to catch it

2. TASTE PERCEPTION:
1. birgan/byrigan'’: to reeL sth ., (esp. food or drink) with the mouth

Li. gebirgan: to get to TASTE Sthyg. e o spag

L.ii. inbirgan: to tastE sth by eating it
L.iii. onbirgan: to TasTE sth

1.1. smaeccani: to TASTE sth[ Ac] purposively to appreciate its flavour
1.1.i. gesmaeccan: to get to sth tasTiNG it purposively, appreciating its flavour

1.2. gefandian’: to Taste a small amount of sth,, ., to try its flavour

To cause sb to become aware of the particular t4sTE of sth

1.3. teran®: to cause sb, ., to Taste a pungent flavour

1.4. asdriani: to cause sb[ Ac) 1O TASTE @ sour flavour

To cause sth to T4STE in a particular way

1.5. swetan': to cause sth;, , to TASTE sweet
1.6. sealtan': to cause sth, , to TasTE salty

1.7. gewyrtian': to cause sth;, , to TAsTE in a particular way by using herbs or spice

3. OLFACTORY PERCEPTION:
1. gestincan®: to become aware of sth; ., because of the effect it has on your nose

1.i. tostincan: to sMeLL out, so as to find sth

[Acc]

1.1. geswzaeccan': to sMeLL a particular odour of sth;,

1.2. €pian’: to smeLL by inhaling sth[ Ace]
1.2.1. drincan': to smell by inhaling smoke of sth,, .,
To cause sb to become aware of the particular smeLL of sth
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1.3. stincan®: to cause sbj,, to become aware of the particular smerL of sth (esp.

unpleasant, unless otherwise stated)
1.3.1. ®&pmian': to smeLL of the vapours of sth
1.3.1.1. bladesian': to smeLL of the smoke of sth (esp. religious)
1.3.2. stencan': to sMELL very unpleasantly
1.3.2.1. réocan'’: to sMeLL very unpleasantly and strongly
1.3.2.1.1. hrenian’: to smMeLL very umpleasantly and strongly (esp. of

wine)

To cause sth to SMELL in a particular way

1.5. gewyrtian': to cause sth/sb, , to smeLL pleasantly by using herbs or spices
1.5.1. besmocian': to cause sth/sb, , to smeLL pleasantly by burning herbs
1.5.1.1. recelsian’: to cause sth/sb, , to smeLL pleasantly by burning incense
(esp. religious)
1.5.1.1.1. steran® to cause sb, to smeiL pleasantly by burning
incense (esp. as a sign of purification)
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Joacam GRrRzEGA

NAaAMES FOR TussiLAGO FARFARA L. IN ENGLISH DiALECTS

Abstract

The article sheds light on a few English names for ‘colt’s-foot; Tussilago farfara L.” recorded in a number of
traditional works and the SED, which offers a few names not to be found in older compilations. It focusses
especially on the lexical triad colt’s-foot, foalfoot, horsefoot and the frequent name transfers between ‘Tussilago
farfara L., colt’s-foot’ and ‘Arctium lappa L., burdock.” The study points out a few practical problems involved
in the historical investigation of plant-names.

1. Introductory Remarks

Plant-names have always been a popular subject for onomasiologists, although studying plant-
names in a historical perspective is not always an easy task. Although many motives for a
certain designation, so-called iconyms, are based on the appearance, use, location or time of
blossom of a plant, the evolution of many designations are still unclear despite comprehensive
and comparaistic analyses such as the ones by Heinrich Marzell (HM), whose dictionary of
German plant-names is also a valuable source for English onomasiologists. The study will
first present a few rather safe etymologies and on the background of these try to offer
solutions for a few problematic cases. We will also see if we can draw some general
conclusion for onomasiological studies. Our forms for Tussilago farfara L. have been taken
from various sources: apart from the OED we can specifically refer to Bierbaumer (1975,
1976, 1979)" and the TOE for Old English and to BrittHoll (cf. the index on p. 615), the EDD
and the SED? (item I1.2.7.), which has so far hardly been used for onomasiological studies, for
Modern English dialects. In addition, Majut (1998: 73ff.) has provided us with valuable
information on some names for Tussilago farfara in English, German and other languages.

2. Names with Clear Etymology and Iconymy

2.1. According to Marzell (HM IV: 851) already Pliny, in his Natural History, noted the effect
of the plant against cough. For this reason the Romans called the plant “cough-plant” (Lat.
tussis ‘cough’ plus a suffix -(/)ago). The same iconymic structure is represented in English by
coughwort, literally “cough-wort” (first attested in 1597) (OED s.v. cough, BrittHoll).
Likewise, this medical use of the plant appears to hide behind the name british tobacco (HM
IV: 381).

2.2. That the plant was also used to cover and cure boils and sores (cf. HM IV: 864s.) is
verbalized in forms with an iconymic structure “canker (+ flower/weed)” (cf. SED E 2INf
[Norfolk]?).

2.3. Due to the plant’s hoof-shaped leaves a number of words represent an iconym “horse/ass/
swine + foot = hoof”: horse-foot (first attested 1597) (OED, EDD, SED, BrittHoll, Majut

1

However, only Bierbaumer (1979) has relevant information on Tussilago farfara.

2 The further notation will indicate the region (N = Northern Counties, W = West Midland Counties etc.), the
number and acronym for the county and finally the number for the locality, whose name I will add in
brackets.

Under canker and canker-weed the EDD (I: 505f.) already listed several plant-names, but not Tussilago.
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1998: 84), ass’s-foot (BrittHoll), and sow-foot (BrittHoll), horse-hoof (first identifiable as
Tussilago farfara in 1562 [cf. sub 3.2.]) (OED, EDD, Majut 1998: 84) or simply hoofs
(BrittHoll, Majut 1998: 84). The iconymic type “horse etc. + foot” is also visible in German
and Medieval Latin names (cf. HM IV: 851ff.). Furthermore, the big size of the leaves is the
basis for the iconym “battering leaves”, which is reflected in the type batter-docks (cf. SED
W 12St [Staffordshire]*). In connection with horse-hoof, Majut (1998: 85) reports that the
common folk views the name horse-hooves for ‘caltha palustris’ just as a variant of the
former, since Caltha palustris and Tussilago farfara share also other names (e.g. E.dial.
foalfoot and G.dial. Fohlenfuf3). Majut (1998: 84f.), though, thinks that sooves represents a
different etymon than hoof, as the plural of hoof'is hoofs; according to him hooves is related to
the verb heave and denotes a horse disease (ModE /heaves). However, hooves is a frequent
and also standard plural variant of koof so that Majut’s hypothesis is unnecessary (cf. also
Grzega 2001: 282)—especially since there is also a variant horse-hove for Tussilago farfara
(BrittHoll).

2.4. Forms showing the structure “son-before-the-father” (BrittHoll) can be explained on the
fact that the blossoms (“sons”) appear before the leaves (“father”) (cf. HM IV: 861). The type
serves also as a name for Petasites vulgaris.

2.5. Moreover, there are a number of (in part folk-etymological) mis- and re-interpretations of
the Latin tussilago: difilagi (SED N INb 2 [Embleton)); dishalaga (BrittHoll), tushylucky

gowan (BrittHoll), tushalan (BrittHoll). Further variants are attested in the EDD (II: 89).

2.6. Finally, we can observe a rather large number of name transfers due to some similarity
between Tussilago farfara and another plant. The hapax form ka:kl (SED E 21Nf 2 [Great

Snoring]: <cockle>) is glossed in BrittHoll as ‘Lychnis githago L.; Arctium lappa L.; Lolium
temulentum’. To me the transfer seems to have happened from Arctium lappa (burdock) to
Tussilago farfara (colt’s-foot), as both plants served to lap butter (cf. HM IV: 851). This view
is corroborated by some German dialect forms (cf. HM IV: 851). The shifts, or confusions,
between Arctium lappa and Tussilago farfala are actually quite frequent, as shall be seen
presently (cf. 3.1. and 3.2.). Some Southern dialectal instances of mugwort (SED S 36Co 4 &
6-7 [St. Ewe, St. Buryan, Mullion]: mwgwe';f ~ mwgoif) show a transfer from ‘Artemisia

vulgaris L.; Artemisia Absinthium L.’. The basis for the confusion is that the leaves are green
on their upper sides and white on the other (due to the tiny hairs). The OED also mentions a
form hogweed, but the identification as ‘Tussilago farfara’ does not suggest itself from the
forms recorded. BrittHoll record it as the name for Tussilago in Yorkshire. It was originally
reserved to Heraclum Sphondylium L., Polygonum aviculare L., Sonchus arvensis L., and
Torilis anthriscus L. The motivation for this transfer is still to be resolved.

3. Names with Assumedly [!] Clear Etymology and/or Iconymy

3.1. The type klit <cleat> (SED, EDD I. 687°), OE clite (TOE 110) is the oldest attested
English name for Tussilago farfara (it is nowadays sometimes to Petasites vulgaris as well)
(cf. also the parallel German developments listed in HM (IV: 8511f.). To this type the SED
hapax forms tlrots (SED N 6Y 15 [Pateley Bridge]) and klioks (SED N 6Y 27 [Carleton])
must belong; both northern forms, they can be seen as the results of assimilations. The AEW
and the OED word relate the Old English word to Latv. glidét, but refrain from giving any

4 The EDD (I: 188) notes that some dialects also have butter-dock “from its leaves being used for lapping

butter”.
> The EDD (IV: 195) only gives ‘Artemisia vulgaris.’
¢ The EDD and the MED list several plants under cleat (and cléte respectively), among them Arctium lappa,

but not Tussilago farfara.
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further explanation. A root variant is said to hide behind the type clot(e) (OED s.v. clote,
BrittHoll s.v. clof), which in Old English (OE clate) refers to Arctium lappa L., a plant with

which Tussilago farfara seems often confused with (cf. above and also HM IV: 851).
Therefore the IEW attaches both Old English words, clite (probably not with the long 7 that

the IEW suggests, as only 7 can explain ME <e>) and clate, to the root glei-d- ‘to stick’.

3.2. Let us now turn to the most frequent forms for Tussilago farfara in modern English
dialects. From a purely formal point of view the forms colt’s-foot (first identifiable as
Tussilago farfara in 1552) (OED, SED, BrittHoll), foal-foot (first identifiable as Tussilago
farfara in 1578) (SED, Majut 1998: 2, BrittHoll, EDD II: 433), including the subtypes coutfit
(BrittHoll) and foilefoot (BrittHoll) go back to an iconymic structure that appears to parallel
the lexical typ horse-foot. And this is the current view (cf. OED, Majut 1998: 73). The view
could indeed be supported by the Scandinavian forms Dan. folefod and Swed. falafotter and
by Low German forms (cf. Majut 1998: 87f., HM IV: 853). Nevertheless, one should ask (as
Majut already did) why not the generic form, but the form for the young was selected by the
speakers. Was there an additional motivation? As a general rule, plant-names motivated by a
comparison to an animal or the body-part of an animal seem to take the generic animal term.
If the specific name for the male, the castrate male, the female or the young is selected, it can
be expected that the iconym is connected with the specific features of these members of the
respective animal family. Thus male animals in plant-names often express that something in
the plant looks like horns. Sometimes plant-names based on male animal terms stand in
opposition to similarly looking plants based on female animal terms in order to express just
size differences. This can easily be checked by comparing respective entries in BrittHoll. But
what can be the motivation for choosing the young horse to denote Tussilago? Although the
Scandinavian and Low German forms suggest that “foal-foot” is West Germanic heritage, we
have no clue that the English type foal-foot existed before the 15th century. As to colt-forms
we have a hapax form, which Kindschi (1955: 118), Bierbaumer (1979: 58) and the OEC give
as cologreeig, which glosses Lat. caballopodia uel ungula caballi and which Kindschi,
Bierbaumer and the TOE interpret as coltgreeg®. But we cannot be sure that these referred to
Tussilago. As Majut (1998: 79) shows, Lat. ungula caballina referred to Arctium lappa in
earlier times (at least until the middle of the 13th century), not to Tussilago farfara.
Consequently, foal-foot and colt’s-foot both seem to be lexical innovations for Tussilago
farfara in the 16th century (just like horse-foot and horse-hoof, the latter of which originally
referred to Arctium lappa, too). And they may both represent transfers from other plants,
particularly Arctium lappa. It may well be that horse-foot, colt’s-foot, foal-foot strengthened
each other mutually. The history may have been roughly as follows:

(1)  OE clite ‘Tussilago farfara’ vs. OE cldate (aside from foal-foot, horse-hoof’ and others)

7 The earlier 1400 quotation from Archaeologia (cf. OED) reads: “Folesfoth & ye smale clote is all on.” From

this an identication of the term as Tussilago farfara is not possible; the juxtaposition with the formally
unrelated clote makes it even rather improbable. The formations coltesfot and folesfot may actually be still
carlier, maybe earlier than 1373. But the quotation that the MED gives for both (and horsehove) doesn’t
allow an entirely clear identification as Tussilago farfara: “pes pulli agrestis: Horshove, folefote, coltisfote;
this erbe is grene in that on eside and white in that oper.” The description would unfortunately also apply to
Arctium lappa. As fas as pes pulli (agrestis) is concerned, Grigson (1974: 55) says that this was the Medieval
Latin term for Tussilago farfara, but he apparently the date he gives for the form coltsfoot is the 16th-century.
Map 129 of the WGE shows that today foal-foot is basically current in the dialects of the extreme north and
the north-eastern past of England; the rest of England uses colt ’s-foot.

Bierbaumer thinks that it is possible that the form is a corruption of coltncegl, which then represented a loan
translation (better: loan rendering) of ungulla caballi. This, however, forces us to assume too many
misspellings of the original word.

Majut says that explaining the formation of foal-foot by the appeal of alliteration cannot be substantiated by
chronological facts. Nevertheless, the formation korse-hoof (coined two centuries prior to horse-foot, then
still glossing ‘ungula caballina’) as well as the French dialect type pied de poulain and the Engadine type pei
pulein (cf. HM IV: 853) corroborates the theory that euphony, or better: sound play, had its share in the
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‘Arctium lappa’
(2) onomasiological fuzziness: plants have similar features plus similar names
3) mixture not only of OE clite (ME cléte) and OE clate (ME clote), but also of other

synonyms for the two plants

(4)  The term foal-foot triggers off an iconymically parallel construction colt’s-foot. (It
may be asked whether colt- was additionally motivated by the similar sounding clote,
but so far [ haven’t found any metathesized form of clote.)

3.3. Since we said that generic animal names are selected for plant-names if no sex-specific
feature is the underlying iconym we should also comment on bullfoot (first attested 1562)
(OED s.v. bull, BrittHoll) and Scott. cowheave (first recorded in the 19th century) (BrittHoll,
EDD I: 754). Obviously, the generic terms, ME retheren ~ rotheren and catel (a Northern
French loan), were possibly not basic enough in everyday speech; the quotations in the MED
(s.v. catel and rother) show that catel was a rather technical term (comparable to ModE
livestock) and that rother was mostly used as a collective noun in the plural. Therefore
speakers fell back on the male and female designations (not on the names for the castrate and
the young though!). Maybe, bullfoot was created as a parallel coinage to cowfoot ‘Senecio
Jacobaea’ (BrittHoll), which, as the EDD (I: 506) informs us, was also used as a “canker-
weed” (cf. supra). According to Majut (1998: 86) the morpheme -heave may represent a
corruption of Aoof. It is hardly imaginable that hoof was replaced by heave without any gain
or exchange in motivation. Maybe there is a folk-etymological connection with heave ‘to utter
(a groan, sigh, or sob [...] with effort, or with a deep breath, which causes the chest to heave;
[...] to make an effort to vomit, to retch’ (cf. OED s.v. heave), since it has been observed that,
due to the gold-colored blossoms, Tussilago farfara is given the cows as fodder so that they
produce better and more milk, but that they actually refuse to eat it (cf. HM IV: 859 & 866).

3.4. The form colt-herb (BrittHoll) is a hapax form and seems to be a derivate of colt(s)foot.

3.5. Forms of the iconym “cock/craw + foot” (SED, EDD I: 682 & 816, BrittHoll s.v. Cock-
foot and Cock’s-foot ‘Chelidonium maius L.; Aquilegia vulgaris L.; Dactylis glomerata L.’;
s.v. Craw-foot ‘Ranunculus acris L.; Ranunculus repens L.”) clearly goes back to name
transfers, since the leaves do not look like the foot of a cock or a craw. The confusion with the
Ranunculus terms is clear as they share the yellow blossoms with Tussilago farfara. What the
above-given referents of cock’s-foot should have in common with Tussilago farfara, however,
is unclear to me.

3.6. The second part in the form clatter-clogs (BrittHoll) can easily be understood as a
metaphor (as with the items in -foot and -hoof). The first item may have been added because
of the rather huge leaves (in relation to the rest of the plant) and the sound they may make in
the wind on stony grounds where the plant frequently grows (cf. supra 2.3.: batter docks).

3.7. The form pisbedz (SED W 12St 2 [Mow Cop]) is originally a term for the dandelion
(BrittHoll s.v. Pissabed ‘Leontodon Taraxacum L.; Ranunculus bulbosus L.), coined after Fr.
pissenlit (cf. OED s.v. pissabed, EDD 1V: 523f.). The transfer to Tussilago farfara is not
unexpected if one takes the many parallel developments in German dialects (cf. HM IV: 859
& 872f.) into account.

3.8. The plant’s typical location is said to be the motivation behind the type clayweed (first
attested 1878) (OED s.v. clay, BrittHoll s.v. clayweed, cf. also HM IV: 862), “[f]lrom its
partiality to clay soils,” as BrittHoll write. Unfortunately, neither the OED nor BrittHoll give

development, since from a purely semantic-encyclopedic view the comparison with a cock’s foot doesn’t
make sense.
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any indications as to the geographical distribution of this type. If it belongs to the central
dialects it is, in my view, equally imaginable that clay ‘hoof’ (cf. EDD) is the determining
element of the compound, ergo “hoof-weed” (cf. the German dialect forms according to HM
[IV: 851f.]). The entry clayt, which BrittHoll only link to cleats, should actually be seen as a
folk-etymological blend of cleat and clay(weed) in my opinion.

3.9. For instance, there seems to be confusion between Tussilago farfara and Rumex plants
because both are used to lap butter (cf. HM IV: 851, EDD I: 188). This can explain the
formation dove dock (BrittHoll s.v. Dove-dock, OED s.v. dock), which is based on dock
‘Rumex’. The choice of dove as a determinant looks indeed striking at first, as nothing of
Tussilago farfara reminds the speaker of a dove. The problem may be resolvable if depart
from a euphony-induced formation (cf. supra ann. 9). But if we take into account the term
seems to be Scottish English rather then English English, then one can image the Scottish
stem dove ‘stupid, foolish’ as it occurs, e.g. in dovened ‘benumbed with cold” (cf.
Warrack/Grant s.v.), in it—then the word dovened may make us think of Tussilago farfara as
a plant agains cough. To proof this, however, we will have to wait for more profound
knowledge of historical Scots.

4. Names with Unclear Etymology and Iconymy

There remain a few hapax legomena listet in the SED, BrittHoll and/or the TOE, which we
shall briefly comment on.

4.1. The form skowlfwt (SED W 17Wa 1 [Nether Whitacre]) seems to be caused by a
metathesis of the “genitive” s in col/t] ’s-foot to the front of the word. The form ka‘;tsfut (SED

W 11Sa 9 [Clun]) seems to be another purely phonetically aberrant variant of colt’s-foot,
where the vocalization, or deletion, of pre-vocalic /, was followed by an erroneous insertion of
an r.

4.2. The form kowstl (SED N 5La 12 [Harwood]), which the SED gives as <coosil> in the

entry line, is etymologically very unclear. Does the first element represent cow? Is the second
element an old diminutive suffix?

4.3. The form kle;ps (SED E 9Nt 2 [Chuckney]) can represent a variant of cleats, but it is

unclear how the change from -#(s)- to -p(s)- can be accounted for. The editor of the SED view
it as an error of the informant.

4.4. In the appendix BrittHoll list a form dummy weed (BrittHoll). This form may be related to
dunnies, a name for Petasites vulgaris (BrittHoll), with which Tussilago is often confused (cf.
HM 1V: 851), as has already been shown above. The form dummy must be a later folk-
etymological change.

4.5. The form baki (SED S 31So 9 [Brompton Regis]), which the SED transcribe as <backy>

in the headline, must be the dialectal word backy ‘tobacco,” which the EDD (I: 122) records
for the same county (Somersetshire), as Tussilago served as a supplement for tobacco to heal
cough problems.

5. Final Remarks
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The study has shown that the SED, which has not yet attracted the onomasiological interest it
deserves, has contributed a number of interesting words for our concept. due to a richer
material and a cross-linguistic comparison of iconyms we have been able to shed better light
on some of the names for the colt’s-foot. But at the end we may wonder if, in a way, this brief
article has not aroused more problems than it solved. We can at least state the following
things, which have in part already been observed by other linguists, too. A list of clear
iconyms (also from other languages!) can help to understand forms that have so far been
unexplained (here dummy weed and backy). It has to be made sure, though, that the concrete
forms really stand for the assumed iconyms. In onomasiological and iconymic studies, a
“generic” horse can have the same value as a “generic” cow, but does frequently not have the
same value as a “specific” colt. Huge problems are the many name transfers, which may
happen even if the transfer is from an iconymic perspective visibly illogical (here dove dock
and crawfoot). On the other hand, unless folk-etymology is involved, which happens not
infrequently, such visibly illogical iconymies make it probable that a name transfer must have
occurred. In many other instances the researcher can no longer be sure whether a name has
been transferred (either non-intentionally by a lack of knowledge on behalf of the speakers
[we could term this “onomasiological fuzziness™] or intentionally by speakers’ classifying two
plants as sub-variants of one and the same plant in their folk-taxonomy) or whether speakers
came accidentally (and independently) up with the same iconym for two different plants.
Moreover, historical onomasiologists have to face the problem that it is not always clear
which plant a specific name in an historical document refers to, even if a definition is given
(e.g. with colt’sfoot, foalfoot, horsefoot). All in all, this brief article has shown that
etymological suggestions for plant-names must be given with more caution than for lexemes
from many other conceptual fields.

Joachim Grzega

Sprach- und Literaturwissenschaftliche Fakultt
D-85071 Eichstdtt, Germany
Jjoachim.grzega@ku-eichstaett.de
www.grzega.de
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MARION MATSCHI

COLOR TERMS IN ENGLISH:
ONOMASIOLOGICAL AND SEMASIOLOGICAL ASPECTS

Abstract

The following article is a master’s thesis on color terms in English language history. Within Berlin and Kay’s eleven
basic color categories, and various non-basic, secondary, or specialized expressions are analyzed regarding their origin
and underlying motives of formation: Inherited terms are described from an onomasiological point of view, thus
starting from the respective concept or image, whereas loanwords are dealt with separately as their motivations are
often unclear to the speaker. As the color systems of Old and Modern English are encoded differently, it is investigated
how transitional stages and nuances of color are represented in the respective periods. Finally, interesting
semasiological aspects are given as well.

The study shows that, resulting from a huge need of new color names due to economic and cultural changes, many
color terms were borrowed from French and Latin, but even more are a product of metonymical extensions of entity
senses. By means of this, all kinds of images and concepts (e.g. plants, animals, food etc.) can be utilized to designate
color. However, they are often restricted, remain unknown to the layperson, and can disappear very quickly (e.g.
fashion and car color terms).
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TOE A Thesaurus of Old English

1. Preliminary Remarks

1.1 Color Terms

"Begriffe fiir Farbnamen, Schattierungen und Kontraste von Farben sind ein wichtiger Bestandteil im
Grundwortschatz jeder Sprache. Mit anderen Worten gehoren Farbbezeichnungen zu den allgemeinen
Eigenschaften und Merkmalen (= Universalien) von natiirlichen Sprachen, da Farben zu den wichtigsten
Informationstrigern fiir den Menschen zéhlen."?

The world we live in is a world of color. Everything our eyes can perceive, the environment
we are confronted with and surrounded by, the diversity of objects, be it natural or man-made,
and even human beings themselves are more or less marked by the appearance of color. The
human eye is assumed to be so sensitive that it can distinguish between up to ten million
different nuances (Methuen *1978: 7, Hope/Walch 1990: 286). However, most English people
go through life with a basic color vocabulary of just eleven words. As Wyler (1992: 91) points
out, the general tendency to subsume and classify color in everyday speech with a small,
readily available set of terms (cf. Gipper’s "sprachliche Farbordnung" (1955: 138)) may be
due to the usefulness of basic terms which cover a wide area of shades, the fact that speakers
do not require a finer distinction of shades, tints, and tones to identify objects or to form
comprehensible oppositions, and, finally, that in people’s early education colors are "learned"
in such a way that a few names help children to recognize and name objects in their colorful
surrounding.

"The purpose of a colour name is to communicate the appearance of a given colour or to
enable us to ’think in colour’. Thus the colour name must be so characteristic of the colour’s
appearance that it is readily understood by others. Since our environment is the source of
colours, it is here that we must look for objects of typical colours, objects for which we
already have names and which can be used to designate a characteristic appearance."® Aside
from the best illustration of a color sensation, additional factors such as the transfer of
connotations and emotions are often important as well.

Much of the color vocabulary of a particular language is to a considerable degree the product
of culture (McNeill 1972: 24, Lyons 1999: 55). Not only does the mother tongue determine
how we see, observe, notice, and classify colors, but also the state of technology, industry,
and economic growth influences the size of a color system as well as its function in practical
life. As the nomenclature of color is extremely rich, particularly in the domain of art and
fashion, the field is a remarkably complex one, featuring components which belong to poetic
diction, the jargon of dyers, painters, or interior decorators, various kinds of contextual and
collocational restrictions, and, furthermore, symbolic associations. But additionally, people’s
knowledge of, and interest in, color and color terms can vary enormously (e.g. depending on
the culture they live in, their education, profession, experience, conventions, the availability
of materials etc.) as well as the way in which they structure the field. The fact, however, that
the number of readily available color terms is generally rather small and simple does not make
color simple to understand. The best examples, or foci, of color concepts mostly are clear,
whereas their boundaries or transitional stages between two concepts are indefinite and fuzzy.
Color is a physical, psychological, and linguistic phenomenon, which, moreover, has to be
observed from a diachronic perspective, since the color system can change over the centuries.
Color terms are therefore impossible to investigate without reference to many other spheres

2 Welsch/Liebmann 2003: 13.
3 Methuen 31978: 138.
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such as colorimetry, anthropology, philosophy, psychology, semiotics, literary criticism,
etymology, ethnology, art history, physics, chemistry, and cognitive science.*

1.2 History of the Study of Color Terms

The study of color terms is an old and exciting field in which several academic disciplines
overlap. In the 20™ century the prevailing view in anthropology, linguistics, and
psycholinguistics with regard to the subject of color terminology changed from an originally
evolutionary perception (following Gladstone and Geiger), through a relativistic view based
on the Saphir-Whorf theory, back to an evolutionary and culturally universal perspective
provided by Berlin and Kay’s Basic Color Terms (1969). The latter view color categories as
organized around best examples (i.e. foci) by means of which people classify the color space.’
Although their theory has been intensively debated, revised, and refined several times in the
past 40 years (e.g. Witkowski and Brown (1977), Kay and McDaniel (1978), Wierzbicka
(1990), Dedrick (1998) etc.) and the over-all trend appears to be towards a generalization of
theories, their work has had a great impact on the study of color terminology in general, as
almost all recent research has been devoted to the basic terms and less to the non-basic,
secondary, or, as Steinvall (2000: 403) calls them, ’elaborate color terms’.°

As far as English color terms are concerned, there have been surprisingly few studies. Many
of the older works lack established methods, are often based on unreliable corpora, and,
furthermore, merely present a collection of occurrences, sometimes even without paying
attention to the contexts. They were often done from a hue-based color perception, which is

4 Tt is of course not easy to distinguish between the linguistic, physical, and psychological factors when

speaking of primary and secondary (and tertiary) colors. A more useful differentiation that is made is
between chromatic, thus spectral colors (red, orange, yellow, green, blue, indigo, violet), non-chromatic
colors (brown, magenta, pink), and achromatic colors (black, gray, white). A further distinction within the
chromatic set of colors is that, typically, red, orange, and yellow are considered "warm’ colors and blue,
green, and, to a lesser extent, violet are the ’cold’ colors. The former are more salient, stand out better and
will, furthermore, appear to be larger if they are in a shape of the same size (Sahlins 1976: 5). Moreover, all
colors have three distinct, fundamental parameters that account for their appearance: hue, value, and
saturation. Hue is the aspect of color we refer to by the name (e.g. red), value signifies the admixture of white
and black with a hue, thus its relative lightness or darkness (e.g. dark, pale), and saturation refers to the
admixture of gray with a hue, thus its relative purity (e.g. vivid, dull). Possible differences in these parts are
so numerous that they could not all be named separately. However, scientific knowledge of chromatology
and wave lengths as well as color circles and color charts may be helpful in the investigation of the meaning
of a color term, but they cannot automatically show its meaning (cf. Wierzbicka 1990).

Four major criteria should ideally suffice to characterize a basic color term (BCT): 1) it is monolexemic, 2)
its signification is not included in that of any other term (as that of scarlet is included in the meaning of red),
3) its application is not restricted to a narrow class of objects (as with blond), 4) must be "psychologically
salient" for speakers — which would imply, for instance, that it tends to occur at the beginning of lists of
elicited terms, occurs in the ideolect of all informants, and enjoys stability of reference and of use
(Berlin/Kay 1969: 6). In doubtful cases the authors avoid recent foreign loans, names of objects,
morphologically complex items, and terms with distributions similar to already established basic color terms
(e.g. derivations in -ish). They found up to eleven basic color categories, white, black, red, yellow, green,
blue, brown, grey, purple, pink, orange, of which they hypothesized that they evolve in more or less the same
order in all languages, thus feature the same chronological and evolutionary sequence (p. 4), as it is
conditioned by neurophysiological factors. The sequence ranges from Stage I languages which have only two
color categories, *white’ and ’black’, to Stage VII languages, which have a complete set of 11 BCT.

Stage: I I 11 v v VI VI
Whitc A a, [Green] o [Yellow] Turple

— |Red]  (on) |Blue| — [Brown| —  Grey

Black ~, b [Yellow] o [Green] 7 Pink
Orange

According to him, elaborate color terms are subordinates and hyponyms of the basic terms, and, as a rule,
they are derived through a metonymical process from objects (cf. Casson (1994)). Furthermore, they do not
include adjectival derivations in -ish or compound terms (e.g. olive green) as secondary color terms usually
do.
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not adequate enough to understand and analyze the Old English brightness terminology.
Lerner (1951) was the first one to mention that the Old English color vocabulary was encoded
differently from Modern English and Barley (1974) put emphasize on the fact that our hue-
oriented system is not comparable with the brightness-focused Anglo-Saxon color vocabulary.
Moreover, many of them did not avail themselves of results of other disciplines, thus were
seldom interdisciplinary. A detailed review of the research done on Old English color
terminology (e.g. Mead 1899, Willms 1902, Lerner 1951, Konig 1957, Barley 1974, Krieg
1976, Bragg 1982, Wyler 1984) is given by Biggam (1997: 40-78) and Kerttula (2002: 45-
69). Biggam’s own thorough analyses, Blue in Old English (1997) and Grey in Old English
(1998), are ’interdisciplinary semantic’ as they take different factors (e.g. meaning relations,
comparative literature, sociohistorical evidence, scientific evidence, and contextual evidence)
into account. Based on collocations and referents, translations, contrasts and comparisons,
cognates, related citations, sources represented, and categories of text she extracts and records
several, albeit rare and contextually restricted, expressions and, furthermore, reconstructs a
diachronic order of the development of Old English basic color terms. Studies concerning the
Middle English period were even fewer and mainly written soon after the introduction of
Berlin and Kay’s theory (e.g. Barnickel 1975, Burnley 1976, Krieg 1976). The first two
studies are reviewed by Kerttula in greater detail (2002: 69-79). Her dissertation, English
Colour Terms (2002), is the most recent study. On the basis of the British National Corpus,
various dictionaries, and the Historical Thesaurus of English, she gives historical and
etymological data on 100 English color terms and 50 additional marginal and obsolete
expressions, and lists them in chronological order and by different categories. Her aim is to
clarify linguistic change, i.e. the different segmentation and naming of colors due to cultural
influences (Norman Conquest, invention of printing, colonialization, industrialization,
fashion, media), and to measure the relative basicness of terms by means of primacy,
frequency, application, and derivational development. Her study supports the view that the
development of a color terminology is conditioned by both cultural influences and universal
tendencies.

1.3 Aims of this Study

The approach of the study at hand is mainly onomasiological as it tries to describe English
color terms, starting from the respective concept or image.” The study will attempt to take as
many terms as possible into account. However, as there exist up to 50.000 different
expressions, only the most frequent and most interesting terms out of the number of color
adjectives will be treated. Derivations of the -ish-type or expressions with intensifiers such as
deep, dark will not be included. The following sections will deal with the standard
expressions for colors in English, which are listed and commented on in Buck (cf. 1075f.), as
well as with various lexical items given in The Collins Thesaurus (1995) and Maerz and
Paul’s A Dictionary of Color (*1950), and, wherever possible, dialectal terms. The latter will
be analyzed according to their geographical extension, meaning, and possible survivors of
older forms. The order chosen will first cover the spectral colors (red, orange, yellow, green,
blue, purple), followed by the achromatic colors (white, gray, black), and finally the non-
chromatic colors (brown, pink). The eleven categories coincide with the names of the eleven
basic color terms.

After a short introduction to the respective color concept, the terms will be analyzed regarding
their origin and underlying motivations of formation, or iconyms® as Alinei (1995, 1996) has

7 As Wierzbicka (1990: 99) says, "[t]he link between the neural representation of color and the linguistic

representation of color can only be indirect. The way leads via concepts. Sense data are "private" (even if
they are rooted in pan-human neural responses), whereas concepts can be shared. To be able to talk with
others about one’s private sense data one must be able to translate them first into communicable concepts."
As Grzega (2002: 1039, endnote 6) points out, the term iconym must not be mixed up with etymon. The latter
refers to the original form of the word, whereas the former is the original content, or reference, of a word.
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called them, as far as etymological and dialect dictionaries help to make them transparent.
Especially the Oxford English Dictionary (OED) and the Middle English Dictionary (MED)
will be examined to discover the first records of occurrences and different applications of the
terms. Inherited terms and loanwords will be described separately as the motivation of
borrowed terms is often unclear to the speaker. Special emphasis will be put on the
elaboration whether foreign elements were already loaned as color terms or whether they
turned from entity terms to colors terms on account of a phenomenon called metonymy. As
the color systems of Old and Modern English are encoded differently, it will be investigated
how transitional stages and nuances of color are represented in the respective periods.
Furthermore, interesting semasiological aspects will be given as well. Finally, it will be
summarized what kind of iconyms or motives of a coinage have been, were or are dominant
and how they have changed in the course of English language history.

2. Onomasiological and Semasiological Aspects of the Basic Color Concepts
2.1 RED
2.1.1 Cultural Background

Already in prehistoric times, man was accustomed to the color concept RED and used it as a
magic and protecting color against disasters not only on their bodies but also in cave paintings
(Rottmann 1967: 38). It was one of the first dyestuffs, obtained from earth pigments, minerals,
or animal and plant sources. As red is often the color of small but important objects such as
flowers, fruits, or animals (e.g. crabs, lobster, red ant etc.) contrasting with the background, it
was, and still is, easy to be recognized and distinguished. Sometimes being regarded as "the
color par excellence", its prototypical referent is the life-giving blood. In many cultures,
however, fire is both visually more salient and culturally more important (Wierzbicka 1990:
126). Furthermore, it is attributed to the facial complexion, lips, to natural phenomena such as
sunrise and sunset, and other natural objects such as cherries, roses, certain red gems etc. Due
to its striking recognizability, the color is nowadays popular in advertisements and alarm
symbols (e.g. traffic-lights, stop-signs, fire engine). Depending on culture and time, it can
exhibit different symbolic meanings: it has a positive notion if linked to love or vigor and
strength. The highest gods were therefore formerly thought of as being clad in red. On the
contrary, red can also carry negative aspects, if associated with rage, fury, or violence (cf. the
color of Mars, the Greek god of war, communism, revolution etc.). In the Middle Ages red
hair was equated with witchcraft and evilness, but, at the same time, red represented the color
of royalty and aristocracy, and, furthermore, was the symbol of love (Hope/Walch 1990: 62).

2.1.2 Names
1. Iconym: "red"

« OE read", ME red, reed, ModE red
Motivation of formation: The form goes back to the underlying IE color term
*reudh- ’red’, which is widely reflected in the Germanic languages. The
expression is used in several derivations and compounds and with various
premodifiers (e.g. OE healf read ’reddish’, ME inred ’very red’), and is especially
applied if no creative use or specific nuance of the concept is needed, but the basic
denotation is to be expressed. The RED basic color term is, furthermore, part of
many fixed idioms (e.g. a red carpet) and can also function as a metaphor (e.g.

®  Wood 1905: 227.
10 TOE 146, Holthausen 1974: 255, IEW 872



257

red tape). The fact that in Old English the term, as pointed out by Mead (1899:
195), only occurs in religious poems and riddles, but neither in Beowulf nor any
other heroic poems nor the lyrics, seems to be worth mentioning. This might be
attributed to the fact that the concept does not appear as such in these works or
that terms with explicit and illustrative reference (e.g. blodig) were used instead.
Denying that the expression has the status of a basic color term due to that seems
a bit far-fetched. Beside its hue sense, which could be attributed to a variety of
objects, it also conveyed a notion of reflectivity and luminosity in reference to fire
and lightning, dawn and sunset, gold, and weapons in Old and Middle English
(Burnley 1976: 41; cf. Schwentner 1915).

Aside from ’red” OE re@f could also denote colors such as ’red-brown’, ’orange’,
‘purple’, and ’gold’. This goes back to the fact that the color continuum of Old
English was segmented very differently compared to the Modern English one.
Colors were not as carefully and sharply distinguished, they had fuzzier
boundaries and could cover a variety of shades. Of minor surprise is the usage of
the term for reddish-brown and brownish-red sensations, because they cannot
even be clearly differentiated in modern times (cf. russet). The color sensations
nowadays represented by orange and purple were still considered to be hues of
the concept RED in Old English and, therefore, named accordingly. As far as
’gold’ is concerned, the phenomenon can be explained by the fact that the mineral
in medieval times appeared redder than the modern one due to its high copper
content (Barley 1974: 18). According to Anderson (2003: 137p.), OE read has
two focal points — the color of fresh blood and the color of earthen, mineral, or
metallic phenomena like ocher. For him, the latter is the reason why the
modification ’red gold’ is used more often than ’yellow gold’, especially as OE
geolo focuses on colors of vegetation, and resembles OE grene in this respect.

The focus and semantic range of the word changed due to the introduction of
shellfish or plant-based dyes and advances in medical and metallurgical
technologies. Furthermore, the transformation from a brilliance-based to a hue-
based color vocabulary and the emergence of countless color terms in the course
of the English language resulted in a more detailed, thus less applicable usage of
the term.

OE reod"', ME reod" ’red, ruddy, flushed’

Motivation of formation: The expression represents a different grade of the
underlying IE color term *reudh- ’red’, which is also represented by ON rjoor
’red’. First recorded around 800 glossing flavum or fulfum ’yellow, yellow-brown’
in the Erfurt Glossary, it was also applied to the face and the sea, and employed in
a simile witha draught of wine (cf. OED, OEC). It seems to have had fewer
referents than the aforementioned term.

OE rudig", ME rudi, ModE ruddy ’reddish’

Motivation of formation: The adjectival derivation of the OE noun rudu ’red
color’ by the suffix -ig refers to the healthy facial complexion, especially in the
context of female beauty. It is also an epithet of light or fire, of the heavenly
bodies, clouds, and the sky during sunrise and sunset (Barnickel 1975: 51). The
expression, which is cognate with red, carries a notion of brightness and shininess
as well.

2. Iconym: "shining"

TOE 146, Holthausen 1974: 257, IEW 872.
MED X 464.
TOE 146, Holthausen 1974: 264.
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OE brun' *dark red’

Motivation of formation: Mostly denoting ’brown’ or ’shiny’ in connection with
metal, the term can also indicate a dark red. This, as stated above, results from the
fuzzy boundaries of the transitional stages between two concepts (cf. ModE
russet). The expression can be traced back to the Germanic form brunaz and
ultimately to the IE base *bher- ’shining, light brown’.

OE basu, baso" ’crimson, scarlet, purple’

Motivation of formation: This rich and striking red is a specialized dye-term and
probably goes back to an IE root *bha(Obho, bha- ’gleaming, glittering, shining’.
According to Barley (1974: 25), the expression was an Old English coinage
representing a secondary formation from baso ’berry’, since crushed blackberries
were used to dye fabrics.

As Schwentner (1915: 54) points out, the term is often found in Old English
glosses in reference to cloth, but occurs only three times in poetry — as a
description of the tail of the Phoenix, topaz, and letters written in that color —, and
was probably, in the course of the English language, gradually ousted by purple.

3. Iconym: "red or a different color" + "red"

OE brunbasu'® *dark red’

OE readbasu' ’red, deep crimson, purple’

Motivation of formation: Here we are concerned with two copulative compounds
which consist of two color terms juxtaposed to indicate that the whole term does
not exactly refer to one but rather to a mixture of them. It is not clear which of the
elements is the grammatical head. The motive can be ascribed to the need of
expressing vartations of the respective colors. They are most frequently employed
in the context of dyeing and clothing, as the former often glosses L purpureus and
the latter is found in collocation with the Old English word for ’garment’ (cf.
OECQ).

4. Iconym: "animal" + "red"

OE weolcenread, weolocread'™, ME welk red ’red, scarlet, purple’

OE weol(o)cbasu"® ’scarlet, vermilion’,

Motivation of formation: The determinant of both compounds refers to the animal,
a whelk, from which a red pigment is obtained. The expressions are, therefore,
restricted to the field of dyeing and clothing.

Bosworth/Toller (1898: 1190) are the only ones to list OE wioloc, weoloc as
simply denoting ’scarlet, purple’, a fact which would then belong to the preceding
iconym that combines ’red or a different color’ and ’red’.

OE wyrmbasu™ *bright red, scarlet’

OE wurmrefl®' bright red, scarlet’

Motivation of formation: Being confined to the context of fabrics and clothes, the
terms exhibit a determinant *worm’, which refers to the kermes insect or shell-fish
from which the pigment or dye was generally taken.

Biggam 1999: 118, IEW 136.

TOE 146,
TOE 146,
TOE 146.
TOE 146,
TOE 146,
TOE 146,
TOE 146,

Holthausen 1974: 16, Biggam 1999: 118, IEW 105.
Pollington 1993: 155, Bosworth/Toller 1898: 129. Others translate it as and list it under PURPLE.

Bosworth/Toller 1898: 1190, 1191.
Bosworth/Toller 1898: 1191.
Bosworth/Toller 1898: 1288.
Bosworth/Toller 1898: 1285.
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5. Iconym: "madder" + "red"

OE wreetread® ’bright red, scarlet’

OE wreetbasu® bright red, scarlet’

Motivation of formation: The ease of combining color terms with a substantive
referent, to yield a highly specific word, must have often led to such spontaneous
one-time usages. Both color terms are again chiefly employed in reference to the
coloring process, as the determinant turns out to be the Old English term wreet
"madder’.

6. Iconym: "foreign'" + "red"

OE wealhbaso* *vermilion’

Motivation of formation: In my opinion, the determinant wealh ’foreign’ refers to
the fact that a particular process of dyeing was taken over from other cultures. The
expression glosses L vermiculo ’vermilion, scarlet’ (Wiilcker I 21968: 491) and
thus refers to the cochineal insect that produces red color. The Romans spread this
way of color production all over the continent. However, it depends on the context
whether the expression carries a positive notion, thus points to it as something
prestigious, or whether it is considered foreign and strange.

Combinations with other color terms do not exist, probably because the English
were able to produce these hues by means of indigenous material and thus did not
have to import them.

7. Iconym: "cloth imbued with a red dye"

ME scarlat, scarlet, ModE scarlet bright red’

Motivation of formation: As Casson (1997: 234) points out, this was the first color
termin English to develop from a former object (or entity) sense, here ’cloth of a
rich, often red, color’. The motivation originates in metonymy, the figurative
semantic relationship in which the resemblance between the literal primary
referent ’red cloth’ and the figurative secondary referent is based on contiguity,
thus the characteristic or associated color. On the basis of the metonym stated as
"entity stands for entity’s color", colors are perceived as properties of objects and
metonymically conceptualized as physical entities (cf. Casson 1994).

The name of the cloth was loaned into Middle English from OF (e)scarlate,
(e)scarlete, ML scarlatum, -letum. Whereas the ODEE (795) excludes an ultimate
Oriental source, others (e.g. OED s.v. scarlet) mention that OF escarlate might be
an alteration of Persian sagalallsiqalat, suglaf>’a kind of rich cloth dyed with
kermes’. The independent adjective, first attested in 1386, is still connected with
fabrics and dyes and is a popular term in fashion and cosmetics. Moreover, it is
used to qualify other color terms, e.g. scarlet-crimson, -red, -vermilion.
Depending on the context the term bears several associations, ranging from a
signal of good mood, to sin or to dignity (Steinvall 2002: 414).

ME cremesin, crim(e)sin*®, ModE crimson *deep red’

Motivation of formation: This expression historically refers to a valuable piece of
fabric, which was usually dyed with a red pigment obtained from the kermes

22
23
24
25
26

TOE 146, Kerttula 2002: 63.

TOE 146, Kerttula 2002: 63.

TOE 146, Pollington 1993: 156, Bosworth/Toller 1898: 1173.
MED X 173.

MED 1I 719.
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insect, in connection with which this shade of red was first distinguished. Being
one of the various hyponyms of red, the term strengthens the importance of that
specific color for the fashion of the time. The name of the dyed cloth was loaned
from Sp cremesin, ML cremesinus, a metathetic variation of kermesinus,
carmesinus, deriving from Arabic quermazi, girmazi; from quirmiz ’kermes
insect’. Kerttula (2002: 131) traces it back even to Old Indian *krmija *produced
by a worm’. André (1949) and Kristol (1978) do not mention a color sense for
Spanish or Latin.

Since its first occurrence in 1440, the English color adjective is especially
employed in the context of fashion, flowers, and literature, but also attributed to
blood and sunset. Moreover, it functions as a qualifier of other colors, expressing
blended shades such as crimson-carmine, crimson-violet etc.

8. Iconym: ""blood"

- OE blodread”’, ME blo@re ModE blood-red *deep red’

«  OE blofig**, ME blodi, ModE bloody *blood-red, deep red’
Motivation of formation: As blood is the prototypical representative of the
concept RED, both expressions refer to the object with its salient color. Whereas
the former is a determinative compound consisting of the object and the basic
color term, the latter is an adjectival formation from the noun by means of the
suffix -ig. As Mead (1899: 195) points out, the Old English terms imply redness
but their color sense is only secondary. It was Shakespeare who first used the
word as a color term, though rather figuratively (Turmann 1934: 25).

9. Iconym: "rosen"

. OE rofdn®, ME ro€n(e), ModE rosen ’rose-red, pink’
Motivation of formation: The adjectival derivation on the basis of the Old English
noun-stem ros- 'rose’ with the sense 'rose-colored, rosy, roseate’ is employed by
Alfric as early as 1000. "From the most ancient times, the rose, by the marvelous
beauty of its form, fragrance, and its colors, has so impressed mankind as to
become, since ancient days, one of his leading symbols."*® Due to its high
prestige, the name was borrowed into Old English from L rosa ’rose’ and was
probably reinforced by F rose later on.

« ME rosi*', ModE rosy ’rose-red, pink’
Motivation of formation: Being a further adjectival derivation of the noun, the
term denotes a certain nuance of red. However, it also conveys associations such
as sweetness, happiness, and good health.

The extreme productivity of this motivation can be seen in several other adjectival
derivations® such as ME ro@n(e) ’rose-colored, rosy’ or ME roseate ’roseate, rosy’, and
in determinative compounds like OE rosread (ME ro&2-red, ModE rose-red) and ME
rose-colour, rok2-hewed, which all are motivated by the salient color of a rose.

ModE rose was, however, created very late in Modern English and will be dealt with in
a more detailed way in the PINK section (see 2.11).
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TOE 146, Bosworth/Toller 1898: 112.
TOE 146, Bosworth/Toller 1898: 112.
TOE 146, Kerttula 2002: 63.
Maerz/Paul 21950: 177.

MED IX 818.

cf. MED IX 816ft.
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10. Iconym: "cherry"

«  ME cheri*, ModE cherry

Motivation of formation: The motivator, an object or phenomenon of a typical
coloring (cf. Peprnik 1983, 1985), is the sweet fruit, whose name was loaned into
Middle English from AN cherise *cherry’, which was mistaken as a plural form in
-s, whereupon a secondary singular was created. It goes back to Vulgar Latin
ceresia, from Classical Latin cerasum, from Greek xepacog ’cherry’, which
possibly is, according to Kerttula (2002: 134), a derivation from Akkadian karshu
’stone fruit’. The color sense in English is first recorded in 1447, whereas the
respective French word exhibited its color designation much later (FEW II 598).
From this one-lexemic color term, some determinative compounds were formed
(e.g. cherry-red, cherry-coloured). All of these expressions, which were originally
rather figurative, are now especially applied to the human face, particularly to the
lips, and are therefore popular terms in cosmetics.

11. Other Expressions:**
From the area of plants:

«  ModE damask ’dark crimson’
Motivation of formation: The term, which was first employed by Shakespeare
around 1600, refers to the salient color resembling that of the damask rose flower,
a species or variety, supposed to have been originally brought from Damascus.
The popular cosmetic term is especially applied to the face of women, which, in
my opinion, might be to emphasize their beauty by attributing the salient
characteristic of "the queen of flowers".

+ ModE henna
Motivation of formation: The 20" century expression was created on the name of
the tropical reddish plant, which was loaned from Arabic hinnaOThe red pigment
obtained from its leaves thus gave rise to the color term that is especially used in
connection with hair, nowadays also tattoos, adornments on the skin.

From locations:

« ME tuly, toli*® *deep red’
Motivation of formation: The nowadays obsolete name, which was first attested in
1398, was especially attributed to silk and tapestry. It may have originated in
fabrics imported from Toulouse, the center of the fashion industry of those days.

+ ModE magenta
Motivation of formation: The color received its name by a metaphorical transfer:
in 1859, the Austrian army was defeated by the French and Sardinians at Magenta
in northern Italy. The discovery of a brilliant crimson synthetic dye soon after
caused the latter to be termed as magenta, probably due to its similarity with the
bloody (i.e. "red") battle. Even if it is a fundamental part in the printing industry,
it is of minor importance in colloquial language or poetry (cf. Welsch/Liebmann
2003: 84).

From liquids, especially wine:

33
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MED II 216, Collins 1995: 796.

The selected items are taken from the list of color terms in Maerz/Paul (21950: 188ff.) unless otherwise
stated.

Biggam 1993: 53, Stratmann 1974: 613.
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+  ModE wine ’dark red’
Motivation of formation: The determinative compounds wine-yellow (1805),
wine-red (1838), and wine-black (1863) were clearly motivated by a basic color
category. The form without basic color term, first recorded in 1895 and especially
employed with textiles, either represents a clipping of wine-red (cf. G weinrot) or
a metonymic extension of the name of the alcoholic beverage. Its usage in the
sense ’dark red’ might be ascribed to the fact that this sort of wine is the most
prototypical. The whole expression, however, appears to be somewhat unclear and
unnecessary, as there exists a great number of wines of totally different colors. In
order to avoid confusion about certain color concepts, more specific names have
been used as color terms (e.g Champagne, Port, Burgundy) that provide better and
more appropriate names for specific color sensations.

+  ModE claret *dark purplish red’
Motivation of formation: As the ODEE (179) and the OED (s.v.) point out, the
term refers to the name originally given to wines of yellowish or light red color in
order to distinguish them from ’red wines’ and ’white wines’. After 1600 it was
apparently used for red wines in general, and is now only applied to the red wines
imported from Bordeaux. The product’s name is formed after OF (vin) claret
"clear wine’, the diminutive of clair ’clear, light, bright’, from ML claratum
“clarified wine’. The French term is not used as a color term (FEW II 740). The
English color adjective, however, can be employed with clothes, balloons, interior
decorations as well as with dusk.

«  ModE burgundy ’dark purplish red’

«  ModE bordeaux *dark purplish red’
Motivation of formation: Here, we are concerned with two terms, in which the
respective producing areas and merchandising centers — two provinces of France —
have transferred their names to the beverage. Whereas Kristol (1978) and Kerttula
(2002) do not mention a color sense for French, the English expressions were
metonymically extended to describe other objects exhibiting the same semantic
feature as early as 1881 respectively 1904. Both are very popular in fashion,
cosmetics, and interior decoration.

From pigments:

«  ME vermilion, vermelyon®®, ModE vermilion bright red’
Motivation of formation: The term represents a metonymical extension of the
name of the pigment, which was loaned intoMiddle English from OF vermeillon,
vermillon ’cinnabar’, itself from L vermiculus, the diminutive of vermis >worm’,
which refers to the cochineal insect that produces red color. In contrast to the
French expression, which did not exhibit a color sense before 1530 (FEW XIV
290), the English term denoted a shade of red already around 1400-1450, a
process which might have been influenced byME vermeil(e), the loan of OF
vermeil *bright red’. According to Barnickel (1975: 51), the term is, in addition to
fashion and art, also widely applied in literature. It often qualifies other colors as
well, e.g. vermilion-crimson, -red, -scarlet, -tawny.

« ModE carmine’” *deep red’
Motivation of formation: This expression is created on the beautiful red or
crimson pigment obtained from cochineal, a fact that explains its restricted use to
painting and dyeing. The name of the dyestuff was loaned from French carmin or

3¢ Stratmann 1974: 659.
37 Collins 1995: 796.
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Spanish carmin, itself from ML carminus, the contracted from of carmesinus,
which ultimately goes back to the aforementioned Arabic origin. The ODEE (147)
assumes it to be a conflation of L carmesilukm *kermes’ and minium ’cinnabar’. Its
connection with crimson might have accelerated its usage as a color term.
+  ModE cinnabar *vermillion’

Motivation of formation: The motivator is "the brightest of red pigments known in
the ancient world"*®, whose name was borrowed into Middle English from OF
cinabre or L cinnabaris, from Greek xivvafapi, which is of oriental origin (OED
s.v.). It is said to go back to Arabic zinjafr, Persian zinjifrah, shangraf, and
possibly Sanskrit chinnavari ’Chinese red’ (Methuen 31978: 155).

From metals/minerals:

«  ME rubi®’, ModE ruby deep red’
Motivation of formation: The metonymic extension of the very rare and valuable
precious stone, whose name was borrowed from OF rubi, which represents the
Romanic stem rubin- and is related to L rubeus, ruber ’red’, was used in its color
sense in heraldry to describe the colors of coats of arms as early as 1508. It is a
very popular term in cosmetics, as it also conveys a notion of luxury and value.
The determinative compoundME rubi red® *ruby red” was formed at a later date
(1591).

« ModE garnet *deep red’
Motivation of formation: The name of the mineral was loaned into Middle English
from OF grenat, gernat, an adoption of ML granafds, whose origin, as the OED
(s.v. garnet) points out, is somewhat unclear: some consider it a metaphorical
transfer of L granafdm ’pomegranate’, as the stone shows similarities with the
pulp of the fruit. Others see it as a derivative of ML granum, grana ’grain,
cochineal, red dye’. From the 18" century on, it was metonymically extended to
describe other objects, especially clothes and valuable things with the same
semantic feature.

Miscellaneous:

«  ModE hepatic*' *brownish red’
Motivation of formation: The expression was motivated by the color of the liver,
whose name was loaned from Latin hefliticus, ultimately Greek, ’of or belonging
to the liver’. Being closely associated with biology, it seems to be very rare and of
minor importance.

«  ModE blush ’rosy red’
Motivation of formation: Going back to the verb o blush, from OE blyscan ’to
glow red” which glosses L rutilak?, the extremely figurative term refers to the
reddening of the face caused by shame, anger, or other emotions. The independent
color adjective is attested as early as 1633.

+ ModE ferra cotta *brownish red’
Motivation of formation: The Italian loan terra cotta, literally ’baked earth’,
which denotes unglazed pottery of fine quality, was metonymically extended in
the 19™ century. Now it does not only refer to the brownish red hue of the original
products such as tiles, bricks, or statues, but is also attributed to the skin, clothes,
interior decorations, and the horizon.

Hope/Walch 1990: 61.
MED IX 868.

MED IX 868.
Kerttula 2002: 75.
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12. Loanwords:

As the motivation of words that were borrowed from another language is often not
known to the speaker, the following items have to be listed without referring to specific
iconyms.

ME sangwin(e), sanguin(e)*, ModE sanguine *blood-red’

The loan of the Old French color term sanguin(e), which was adopted from L
sanguineus ’blood-red, crimson’, is applied as early as 1382, most often to clothes
and the face. In Modern English, however, it is more of a literary term and
collocationally restricted to complexion (Barnickel 1975: 106). Apart from that, it
is found in natural history, chiefly in specific names of animals and plants, in
which it usually represents a translation of the Latin term. Moreover, Hope/Walch
(1990: 162) list it as a minor hue in heraldry denoting a reddish purple. Kerttula
(2002: 238), however, counts it as nearly obsolete in its color sense, as it
increasingly refers to character or mood.

Based on the fact that it is a typical feature of the English language to integrate
loanwords so well and fast, we, soon after the borrowing, come across ME red
sanguine® ’blood-red, deep red, crimson’, which consists of a loaned and an
inherited element.

ME vermeil(e)*, ModE vermeil *bright red, scarlet’

This chiefly poetic term was borrowed around 1400 from AN and OF vermeil
“bright red’, deriving from L vermiculus ’little worm’, the diminutive of vermis
'worm’, and thus refers to the kermes insect that produces red color. It is
frequently used of countenance and lips, and also functions as a qualifier of other
colors (e.g. vermeil red, vermeil white).

ME murrei®®, ModE murrey dark red, purple red’

The archaic expression, which is collocationally restricted to fashion and cloth,
also refers to the name of a fabric dyed with the specific color. These names were
later extended to cloth of other colors, but of the same weight, quality, or weave
as the original fabric (Krieg 1976: 25). The expression represents a borrowing of
OF moré, an adoption of ML moraflan ’dark red or purple-red color, mulberry
colored cloth’, from L mofdm *mulberry’. Whereas the English adjective is not
mentioned before 1403, the French color adjective is recorded as early as 1280
(FEW XI,2 153). Hope/Walch (1990: 162) mention that it is used as a minor
tincture in heraldry.

ME rufik*®, ModE rufous ’red, reddish’

The color term is directly borrowed from L rufus ’red, red-haired’, which is a
dialect cognate of ruber — according to Kerttula (2002: 144) Osco-Umbrian. Its
present-day form exhibits the English spelling of a Latin word, and it is almost
exclusively applied to birds, since it is used in scientific Latin names of animals
(e.g. rufous fly-catcher, rufous bee).

ME ruffine*” ’reddish’

Krieg (1976: 73), following the MED, mentions that this represents the loan of OF
rufin ’red, reddish’ and AL rufiflas, whereby the Middle English spelling with -ff-
is seen as a variation, as ML ruffus is one of rufi.

MED X 80.

MED IX 266.

Collins 1995: 796, Kerttula 2002: 75.
MED VI 802, Barnickel 1975: 106.
MED IX 876.

MED IX 877.
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ME and ModE russet* *brownish red’

The name was loaned into Middle English from AN russet 'reddish’ as a variation
of OF rousset, rosset, the diminutive of rous ’red’, which derived from L russus
‘red’. As it goes back to IE *rudh-so-s ’red’, it is cognate with red as well. In its
early usage it especially referred to a coarse homespun woolen cloth of reddish
color which was formerly used as dress by peasants and country-folk.

ME pheniceus, phoeniceous® ’scarlet’

The term can be traced back to L phoeniceus, the Greek adjective porvikeog, from
a base ’brilliant red, crimson’, which further corroborates the former importance
of cloth dyed in Tyrian purple.

ME rubicunde™, ModE rubicund ’red’

Either loaned from F rubicond or directly from L rubicundus ’red’ in the 16"
century, the expression is collocationally restricted to the complexion. It denotes
the red color of the face due to good living.

ME sinaple, sinoper' ’red’

The Old French heraldic term sinople ’red, the tincture red’ and its variation
sinopre, which were borrowed into Middle English in the first half of the 15"
century, go back to L Sinohis, which itself is of Greek origin and denotes a red
pigment found near Sinope, a colony in Paphlagonia. This color concept might
also have been partly influenced by the confusion with cinnabar, a color of some
shade of red. Its other meaning ’green’ is dealt with in the respective section (see
24.2).

ME gules® ’red, the tincture red’

The term is loaned from OF goles, gueules ’the tincture red’, which is, like ML
gulae (pl.), applied to red-dyed pieces of fur used as neck-ornaments. The ultimate
etymology is, however, disputed, as the word coincides in form with the plural of
the OF and ML word for ’throat’. The allusion to red color of the open mouth of a
heraldic beast is very improbable, as the heraldic sense is only secondary. The
FEW (IV 321) and, in particular, Gamillscheg (1969: 506) mention that OF gole
is a back formation of engolé *adorned with red-dyed pieces of fur’, which itself is
a derivation of gueule ’throat’, referring to the fact that these pieces were taken
from the fur around the throat. The OED (s.v. gules) also states that it seems more
likely that the heraldic use is transferred from the sense ’red ermine’, in which
case the word may represent some oriental name. The OED, however, refuses
Wyler’s assumption (1992: 61) that it is possibly derived from, or related to,
Arabic gule ’a red rose’. Wyler also takes Hebrew gulude ’a piece of red cloth’
into consideration.

Originally it only denoted the heraldic color ’red’. This system with its own
terminology, called blazon™, was an adaption and imitation of the French courtly
habit regarded as prestigious in the Middle Ages. In order to copy the ideal, the
terminology had to be borrowed as well. As far as the color symbols are
concerned, the notions of heraldry still apply for national emblems. Later on, the
term was used poetically and rhetorically to denote red in general. In most
instances, it follows the word it qualifies.

ME coccin®* ’scarlet’

48
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MED IX 889. The OED (s.v. russet) and ODEE (778), however, list it as 'reddish brown’.
Biggam 1993: 53, Maerz/Paul 21950: 208. The MED does not list is as a color term.
MED IX 868.

MED X 942.

MED IV 269, Collins 1995: 796.

Hope/Walch 1990: 162.

MED II 362.
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ModE coccineous™ ’scarlet’

The loan of L coccinus ’scarlet’ and its adjectival derivation coccineus ’scarlet-
dyed’ go back to Greek kdkkvog, from kdkkog ’kermes’, and refer to the specific
color obtained from the insect. As the Latin term is always used in connection
with fabrics and clothes (André 1949: 117), the learned term may be confined to
the field of clothing and dyeing as well.

ModE cerise®® ’light clear red’

Although the concept had already been borrowed from Old French during Middle
English times and had very well been integrated into the language, the adjectival
use of F cerise ’cherry’ (ODEE 158) was loaned again in the context of fashion.
In my opinion, it came about probably in order to increase sales with the help of
the seemingly more glamorous French color term. Since 1858, it has often been
associated with both red and pink and is most often applied to clothes, the face,
and flowers.

ModE cardinal®’ *scarlet’

According to Kerttula (2002: 240), the color sense was probably taken over from
French cardinal, which is an adoption of L cardinalis ’pertaining to a hinge,
principal, chief” and an independent color term since 1779. The English
expression, which is not attested before 1879, refers to the red wardrobe of the
cardinal and thus carries prestige value. The fact that it is also widely used in its
sense of ‘'major, main’ somehow weakens the application of the color term. But
Harder (1999: 246) states its reinforcement by the name of the l%ird that also
features a plumage of the respective color.

ModE maroon brownish crimson’

The term was borrowed from the quasi-adjectival use of F (coleur) marron ’a
particular kind of brownish-crimson or claret color’ in 1791. It refers to the color
resembling that of the sweet large Spanish chestnut, whereas the color of the
smaller variety of this nut is referred to as chestnut (Maerz/Paul 21950: 166). The
expression shows wide application and is very popular in the textile and painting
industry.

ModE ponceau ’brilliant red’

ModE coquelicot ’brilliant red’

Both terms refer to the color resembling that of the poppy flower and were taken
over from French, probably in connection with the prestigious haute coiiture. The
former represents F ponceau ’corn-poppy, the color of corn-poppy’, which is used
to describe clothes and flowers from 1835 onwards. The latter, first recorded in
1795, is the loan of F coquelicot ’red poppy’, which itself originates in a
metaphorical extension, as it was named due to the similarity of the flower with
the cock’s red comb.

OE purpuren®, ME purpure *deep red, crimson, purple’

The term, which will be dealt with in more detail further down below (see 2.6.2),
was used for the distinguishing color of the garments of emperors and kings. It
represents the loan of L purpura, from Greek moppipa ’shellfish that yielded the
Tyrian purple dye, dye itself, cloth dyed therewith’. Both terms already featured a
secondary color sense (André 1949: 90). Variations of the term are ME purp/l®’,
which may possibly be the heraldic term for ’red’ (Krieg 1976: 66), and ME
purpurat(e)®. That the expressions’ early concept differed from ModE purple is

55
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Maerz/Paul 21950: 192.

Maerz/Paul 21950: 152p.

Collins 1995: 796, Maerz/Paul 21950: 191.
Biggam 1993: 46.

MED VII 1484, Kerttula 2002: 63.

MED VII 1491.
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emphasized by the term royal purple, which denotes a shade of red (cf. Lyons
1999: 68).

2.2 ORANGE
2.2.1 Cultural Background

Orange, which occupies the region between red and yellow in the spectrum, is still often
described as a hyponym of either of the two in dictionaries. The notion of color is still closely
connected with that of the prototypical referent, the fruit orange, but aside from it we find
other things of the same color: carrots, flowers, and the color sensations of fire, sunrise and
sunset. It is the salient characteristic of the inhabitants of the Netherlands, who made the
wearing of orange ribbons, scarfs, or orange-lilies a symbol of attachment to William III, and
of the Orangemen, the members of the ultra-Protestant party in Ireland, whose secret
association was formed in 1795. Due to its luminosity, thus easy recognizability, the energetic
color is especially used as a warning and safety color, as with equipments in road construction
(trucks, coats etc.).

2.2.2 Names

1. Iconym: "apple" + "yellow"

«  OE wppelfealu® ’orange, apple fallow’
Motivation of formation: As the color vocabulary in Old English was largely
based on brightness senses, this term was regarded as a hyponym of yellow before
the semantic shift to almost exclusively hue senses occurred. As long as the
research of Old English color categories does not include a thorough study of its
brightness terms as well, it cannot unequivocally be decided whether this mainly
poetic term is a genuine determinative compound denoting a distinct nuance of a
certain hue, namely ’the reddish-yellow color of apples’, or if it is just a variation
of a seemingly unimaginative and simple expression which, however, is not
applied very strictly to objects of the respective color.
Barnes (1960: 510) contradicts the then prevailing assumption by saying that the
expression, which only appears in Beowulf, denotes a horse color to be translated
“dappled dun’, suggesting that its first element refers to the shape of the spots
rather than to the hue or brightness of the color.

2. Iconym: "yellow" + "red"

OE geoluread®
Motivation of formation: Here, we are concerned with a copulative compound
consisting of the two neighboring colors of the spectrum, which are juxtaposed to
indicate that the desired reference lies between the two. It appears that a need is
felt for a more specific lexical representation in the borderline area between red
and yellow. In the course of the English language, this lexical gap was filled by
the basic color term orange. The expression glosses L flavum rubeum ’yellow-
red’ (cf. OEC) and L croceus ’saffron, saffron-colored’ (Bosworth/Toller 1898:
425), which emphasizes the fact that a basic color term was insufficient to

6! Pollington 1993: 156, Bosworth/Toller 17.
62 Pollington 1993: 156. However, the TOE (146) and Kerttula (2002: 148) list it as ’reddish yellow’ and
Bosworth/Toller (1898: 425) as ’yellow-red’.
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translate the Latin terms precisely.

3. Iconym: "citrus fruit (obtained from a certain location)"

ModE tangerine® *deep orange’

Motivation of formation: The form is